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Abstract. The article describes the general provisions of the systematic approach to the study of the problems arising in the 
application systems for data processing. A thesis that the investigated systems have a hierarchical structure combining a certain 
amount of counterparts is taken as a basis. Therefore, the solution for the system under analysis should be in identifying the 
inconsistencies between the normal operation being on the same or different hierarchy levels and defining the method of solution 
depending on the problem structure. A step-by-step technology in the form of successive stages of solution is proposed in the 
frames of a systematic approach. A work of the automated complex of programs for ballistic and navigational support of GNSS 
spacecraft missions is given as an example of usage of the proposed technology. As a result, the component parts of the complex 
containing probable errors that disturb normal functioning were detected. Moreover, the methods for their elimination are 
defined. Conclusions are drawn about the practicability of using a systematic approach in the form of the proposed technological 
scheme for the analysis of work of the hardware and software objects for data processing in the space industry.
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Introduction

The automated complex of programs for ballistic 
and navigational support (ACP BNS) of spacecraft (S) 
control is a difficult technical system, which functioning 
is connected with the usage of the following types of 
support during the regular work: mathematical, program, 
information, technical, and other types. Each type 
of the support is a subsystem consisting of a group of 
the interconnected elements. Flawless operation of all 
subsystem elements provides the timely and qualitative 
solution of complex problems. 

ACP BNS operation has shown that in some cases 
due to various reasons there is a violation of normal work 
of a complex, which is expressed, as a rule, either in lack 
of the solution or in obtaining the solution to inadmissible 
accuracy. The operational analysis of such situations 
being made gives a chance to establish only the fact of 
existence of a problem, but not the reasons of its origin.

The article gives a generalized technology of 
the solution of problematic issues of such kind. The 
description of an example of using the technology for 
identification of the possible reasons of abnormal work 
of ACP BNS is given and methods of their elimination 
are offered. It is supposed that the procedure of using the 
generalized technology for solving such situations has an 
iterative character. 

1. The generalized technology for the 
problems solution 

The basic concepts used in this article should be 
defined: a system approach, problem, system and subject 
area necessary for logical justification of the offered 
technology for the solution of problematic issues [1-3].

A system approach in work is the approach to 
research of an object (a problem, phenomenon, and 
process) as to the system where elements, internal and 
external relations are allocated, which influence in 
the most substantial way the results of its functioning 
being studied, and the purposes of each of elements are 
defined from the general mission of the object. In turn, a 
hierarchically ordered set of questions characterizing a 
difference between the valid and desirable condition of 
the object is understood under a problem.

According to the classification by the structure 
degree, all problems are subdivided into three classes:

•	 well-structured, or quantitatively expressed 
problems, which lend itself to mathematical 
formalization and are solved using formal methods;

•	 unstructured, or qualitatively expressed problems, 
which are described only at the substantial level and 
are solved by means of informal procedures;

•	 semi-structured, or mixed problems, which contain 
both qualitative elements and the little-known, 
uncertain parties, which tend to dominate.
Further, a subject area is a part of the real world 

considered within this context. The context is an area of 
research, which is considered an object of some activity.

A system (from ancient Greek σύστημα – a whole 
made of parts; combination)  is a set of interacting or 
interdependent component parts forming a complex/
intricate whole, which quantities surpass the qualities of 
the forming parts. 

At this time a problem solution is discrepancy 
elimination between a desirable and valid condition of the 
object. In further reasoning a concept “problems” will be 
used in relation to an assessment of system functioning 
of a certain subject area (SA).

It should be noted that a system (as well as a 
problem) has a hierarchical structure uniting in the whole 
certain quantity of the interconnected parts. Therefore, 
the solution for any functioning system can consist 
(generally) in elimination of the revealed discrepancy of 
work of one or several parts, which are at one or different 
levels of a system hierarchy.

 In case of finding the solution not for all parts of the 
system defined as “infected”, it is necessary to make an 
assessment of a solution degree.

As the generalized technology of a solution for some 
system, it is possible to consider the following step-by-
step sequence of solution stages.

1st step. System decomposition into the largest 
functionally completed fragments of the first level.

2nd step. Carrying out the analysis of possible 
discrepancy to normal functioning of the selected 
fragments (identification of the “infected” parts of the 
system).

3d step. Problem formulation for the “infected” parts.
4th step. Definition of a structure degree of operation 

problems of the “infected” parts.
5th step. The choice of a solution method for each 

“infected” system part (a private problem).
6th step. Finding a private problems solution for the 

“infected” parts of a system.
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7th step. Decomposition of the rest parts with 
unsolved functioning problems into the elements of the 
following hierarchy system level (less large) and carrying 
out actions on steps 1-6.

Decomposition comes to an end in two cases:
- further system decomposition of a functional sign 

is impossible;
- solutions of private problems for all parts of the last 

level are found.
8th step. An assessment of a problem solution of 

system functioning on a cumulative number of the 
solved private problems at the levels of hierarchical 
decomposition.

The main methods of the system analysis 
used when solving problematic issues

The list of the main methods of the system analysis 
used for the solution of the considered problems [1-3] is 
given in Table 1.

Table 1. A list of the main methods of a system analysis 

Method name Integrated characteristic

Analytical methods
Statistical methods
Set-theoretical 
methods
Linguistic methods
Semiotic methods
Graphic methods

Formal methods – methods of 
the formalized representation of 
systems

Morphological 
approach
Structurization 
methods: relevance 
(objectives) tree, 
predication graph, 
etc.
Delphi methods
Methods of expert 
estimates
Methods of 
“scenarios”
Methods of 
brainstorming 
(attack)

Heuristic methods – methods 
directed to activation of using 
intuition and experience of 
experts

In most cases formal methods are applied to the 
solution of the structured problems; heuristic methods are 
applied to semi-structured and unstructured problems.

Analytical and statistical methods are mostly used 
out of formal methods; a method of expert evaluations 
including expert systems, morphological approach and a 
method of brainstorming are mostly used out of heuristic 
methods. 

The recommendations on the sequence of solution 
stages depending on the extent of its structurization are 
provided.

Structured problems
1) Formulation of the purpose.
2) Creation of a mathematical model for the system 

description in the form of a set of elements connected 
with each other by certain relations.

3) The analysis of the model regarding search for the 
“infected” parts, choice of a decision method.

4) An assessment of a solution.

Unstructured problems
1) Formulation of the purpose.
2) The system analysis regarding search for the 

“infected” parts; a choice of a decision method.
3) Formation of a group of experts and using a 

brainstorming method.
4) Using a method of expert evaluations, including 

development of an expert system (taking into account the 
results of item 3).

5) An assessment of a solution.

Semi-structured problems
1) Formulation of the purpose.
2) Formation of achievement alternatives of the 

purpose; an assessment of these alternatives by means of 
the corresponding criteria and a choice of the preferable 
alternative.

3) The system analysis regarding search for the 
“infected” parts; a choice of decision methods (formal or 
heuristic) depending on their structure degree.

4) Searching for a solution of private problems.
5) An assessment of the solution of a common system 

problem (taking into account the results of item 4).

The following figure gives a technological search 
scheme for problem solution in the form of a block 
diagram of a step-by-step technology. 
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2. 	 Using the generalized technology 
for searching the ACP BNS operation 

As an example, it is possible to consider the problem 
of unsatisfactory work of ACP BNS, which is expressed 
in an inadmissible deviation of the current navigation 
parameters of characteristics of the spacecraft movement 
calculated on measurements from reference values (the 
final data provided in the GNSS spacecraft catalogs).

A subject area, which the object of research belongs 
to, should be specified. In this case it will consist 
of the following main support types: mathematical 
(algorithmic), program, technical and information. These 
support types can serve as functional parts of the first 
decomposition level.

The analysis of possible discrepancy to normal 
functioning of the allocated parts has shown that as 
far as the solution has been found, all support types 
functioned. However, if the problem was in failure of 
the technical support (lack of power supply on a server 
input, mechanical damage of its details, etc.), then it 
would result in lack of the solution. Nevertheless, as the 
solution took place, the technical part can be excluded 
from further consideration. Thus, it is possible to consider 
algorithmic, program, and information parts to be the 
“infected” parts.

At the same time, the formulation of a problem 
remains the same – the unsatisfactory accuracy of the 
received solution.

All three remaining parts containing possible 
mistakes (problems) leading to the current situation have 
in general a structured (an algorithmic part by definition) 
and semi-structured (program and information parts) 
character.

Probable existence of a problem in the algorithmic 
part results in need of its further decomposition into 
components, namely, into a module of preliminary 
processing of trajectory measurements (PP) and 
a determination module of spacecraft movement 
parameters (a solution of a boundary problem – BP).

The output data of PP is a session measurements 
table (trajectory measurements of one spacecraft for one 
tracking station on the set time interval). The number 
of sessions will be defined by multiplication of at the 
same time measured types of parameters by the number 
of measuring points. At the stage of PP the filtration 
(including rejection) measurements of the current 

navigation parameters by the set criteria is made. At this, 
the percent of the defective data has to make a certain 
part from all measurements accepted in processing 
and providing convergence of a problem solution. At 
non-performance of this condition of the measuring 
information obtained by BP for further calculations will 
be insufficiently that can lead to inadmissible mistakes 
in the specified movement of the spacecraft parameters.

Thus, one of the reasons of the existing problem can 
be in lack of a condition of a necessary minimum of a 
number the sessions and numbers of measurements in a 
session, which existence substantially would explain the 
unsatisfactory solution of a problem.

The module of the solution of a BP is mathematically 
much more difficult than the PP module. It includes: 
a model of the spacecraft movement, matrix private 
derivative of measurements on entry conditions, 
statistical processing methods of measurements (for 
example, a method of the ordinary least squares (OLS), 
methods of integration of the differential equations of the 
movement, formation and the decision of systems of a 
large number of the linear equations, interpolation and 
approximating polynomial, etc. Traditional conditions of 
the solution of similar problems are well approved and, 
as a rule, do not cause difficulties. At the same time, as 
the weakest spot at the solution of a BP it is possible 
to consider an opportunity of bad conditionality of the 
matrixes used at the solution of the normal equations for 
calculation of amendments to parameters of an orbit and 
to other specified parameters. For OLS it is Gram matrix. 
An expedient solution of this problem is introduction at 
this stage of calculations of the criterion of the degree of 
conditionality of matrixes.

The problem in the information part can be 
formulated in two variants:

- lack of the whole necessary information or a part 
of it;

- presence of mistakes in the obtained information 
for this processing session.

To find the reasons of the problem arising, it is 
necessary to decompose the information part into the 
following hierarchy level, namely, information sources: 
the central data base (CDB) and internal FTP-server of 
the augmentation and monitoring system (SAM). As the 
essence of a problem concerns directly information, it is 
necessary to move to the following level – an information 
level – distribution of information on sources (Table 2).
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Table 2.Sources of the data being used 
Source of 

information 
Type of information 

CDB

Navigation messages: real-time 
data, almanac; 
Reference data: logical power 
scale, global constants, technical 
characteristics of signals, 
parameters of exciting force 
(for example, charged-coupled 
device (ССВ), spacecraft. 

Internal FTP-server Rinex-files

Probability of existence of mistakes in information, 
which is contained in sources, should be analyzed. Thus, 
for CDB:

 - navigation messages (real-time data and almanac) 
are in a supershot, which is transmitted from the 
spacecraft to ground stations each 2.5 min. At receiving 
check on reliability is automatically made. These data are 
used by all the Centers – the participants of GNSS. At the 
same time mistakes are improbable;

- reference data are registered in the base once, are 
carefully checked, used at each session of the GNSS 
spacecraft orbits definition that makes it possible to 
consider (by the analogy with navigation messages) 
improbable existence of errors in them;

- parameters of the Earth rotation – the data on the 
CCD “read” from the external special server that are 
in the form of the annual massifs containing the daily 
information (t, xp, yp – time and coordinates of poles) 
used by all participants of GNSS. Mistakes are almost 
excluded.

Rinex-files of the set type. Their contents include:
1. File of observation data (FOD): time, pseudo-

range, phase, and Doppler correction. 
2. File of navigation messages (FNM).
3. File of meteorological data (FMD).
4. File of GLONASS navigation messages.
5. File of GEO navigation messages.
6. File of data satellite clocks and receivers (FDW).
7. File of wide area updating information SBAS 

(FWUI).

From the submitted files, FOD files should be 
considered, which data are used in a session of information 
processing and may contain errors. At this FOD includes: 
time, pseudo-range, phase, and Doppler amendments.

Three variants of existence of private problems are 
possible:

1. Lack of information on any of parameters.
2. Existence of low-quality data. 
3. Presence of an incomplete volume of data.
In the first variant it is possible to allow lack of 

Doppler measurements; in this case there will be no “a 
solution on speeds”, but the solution of a problem will be 
received. Lack of information on time or pseudo-range, 
and also data on a phase causes impossibility to determine 
the specified orbit parameters on any of spacecraft.

In the second variant it is necessary to separate low-
quality information from qualitative. The main criterion 
of such division is the place corner γ, under which 
there was a reception of a signal from the spacecraft in 
a visibility range of the measurement station (MS). It 
has experimentally been established that at γ  ≤  70 the 
information obtained by MS is of low quality (a big 
noise level due to the atmosphere). Observance of this 
condition when loading information into the base at 
the first stage of PP will enable one to remove the low-
quality information prior to calculations and to provide 
necessary accuracy.

In the third variant the incomplete volume of 
information is caused either by passing of the route across 
the “edges” of visibility ranges of MS or removal of part 
of information on a condition γ ≤ 70. The most radical 
solution of this problem is removal of this spacecraft 
from the processing variant.

The software, as well as algorithmic, is expedient to 
divide into two main programs of a complex: preliminary 
processing of measurements and determination of 
parameters of an orbit (a following level).

Private problems of programs are formulated as 
follows: PP – formation and recording into the archive 
an insufficient amount of qualitative sessions of 
measurements on each spacecraft; BP – determination 
of parameters of spacecraft orbits with an unsatisfactory 
accuracy.

It should be accepted that the algorithms of PP and 
BP transformed into the codes of programs are identical 
and have no errors. Considering that programs are a 
set of interdependent modules where both analytical 
calculations and different information transforms are 
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made, it is necessary to continue the “decomposition” 
of the software (S) of AСP into software modules. 
The first level for the software: general modules of the 
automated complex of programs (ACP), PP, and BP. The 
decomposition of the software parts at the following 
bottom level should be continued.

The general modules of ACP:
- settings of operation modes and configuration of a 

complex (formation of setting files);
- software modules of interaction with the database 

(DB);
- software modules of interaction with file archives.

Preliminary processing of measuring information 
(PP): 

- formation of measurement sessions of the current 
navigation parameters (MCNP);

- processing and filtration of sessions MCNP;
- formation of sets of basic lines;
- formation of differential measurements;
- filtration of sessions of differential measurements;
- determination of location (DL) on code 

measurements of the range;
- statistical assessment of results of DL.

Expeditious specification of orbits parameters of 
navigation spacecraft (BP):

- solving a boundary problem (BP);
- specification of clock error predictions (CEP).
- formation of the archive of the corresponding files.

Practice of the ACP software operation has shown 
that one of the main problems in determination of orbits 
parameters of navigation spacecraft is identification of 
“jumps” of the phase measurements (processing and 
filtration of measurement sessions in PP) reflecting 
violation of reception and loss of the account of an 
integer of phase cycles in the phase measurement device.

In PP a check of phase measurements by means of 
the methods based on use of combinations of Melbourne-
Vubben and Geometry-Free [2] is realized. However, the 
specified methods do not solve until the end a problem 
of “jumps” and in case of hit of such measurements to 
the BP module lead to solutions with an unsatisfactory 
accuracy. A way out is development of the expert and 
diagnostic system (EDS) for a specific case. Now the 
EDS prototype is developed for an assessment of the 

location module (PP module) [4-6] that can serve as a 
technological sample for development of EDS – “jumps”.

In other modules the random errors made when 
writing programs are possible. Their identification is 
made at a stage of testing of a complex as the compulsory 
procedure, which is carried out before using ACP in 
practice.

Conclusion

 The considered approach to the solution of problems 
of failures in work of ACP BNS permits drawing the 
following conclusions.

1.	 For the analysis and the solution of the problems 
arising during the work of ACP BNS, it is recommended 
to consider a complex as a system with a hierarchical 
structure.

2.	 The generalized technology for the problems 
solution of work of functionally difficult systems in 
the form of eight stages, which basic elements are the 
components received by decomposition of the system on 
a functional sign, is offered. The degree of their structure 
is defined and the solution of private problems for the 
“infected” parts using the methods of the system analysis 
is proposed.

3.	 Possible options of problems in work of ACP 
BNS are considered, the complex components containing 
probable mistakes in the “infected” modules are specified 
and methods of their correction are offered.

4.	 The offered technological diagram for the 
problems solution within the systems concept can find 
application in case of evaluation of the work of hardware-
software systems of the space branch.
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Abstract. Modern educational material and scientific literature dedicated to satellite navigation describes the operating principles 
of ground positioning systems and satellite radio navigation systems using such terms as pseudorange and pseudodelay. 
Pseudorange is defined as the product of pseudodelay by light speed. Pseudodelay τpd is defined as τpd  , the difference between 
reception time   of the navigation signal in the receiver timescale and the signal transmission time   on the satellite timescale. 
However, the aforementioned sources do not contain any explanation regarding the following issues: how the receiver determines 
the value of  , what the terms “timescale” and “time point on any given timescale” mean, and what the difference between the 
time according to the timescale and the actual physical time, mentioned in physics textbooks, is. Moreover, many sources define 
the pseudodelay P, either explicitly or implicitly, as a time interval without explaining whether it is meant to be an interval of the 
actual time or the time interval within any particular timescale.
Among the above-mentioned systems, nowadays the most complicated and, at the same time, the most advanced ones are the 
global navigation satellite systems (GNSS). Based on the critical review, the contradictions have been revealed in the paradigm 
used in modern educational material and scientific literature, which focus on the operating principles of the GNSS. A new 
paradigm based on defining the concepts of the timescale and satellite clock time is introduced. This new paradigm eliminates the 
revealed contradictions. A substantial simplification of the system development of the ground positioning systems is suggested 
based on the newly reintroduced concepts and paradigms.

Keywords: GNSS, pseudorange, pseudodelay, timescale, satellite clock time
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Introduction

Nowadays several types of radio navigation systems 
(RNS), that are related by their conceptual fundamentals, 
such as global navigation satellite systems (GLONASS, 
GPS [1-14]), ground-based very low frequency systems 
(Omega, Alpha, Marshrut [4, 15]), and ground-based 
long wave systems (Loran-C, Chaika [4]) are operational. 
By their structure, all these systems are networks of 
either stationary or mobile radio navigation beacons 
(RNB) synchronously emitting navigation signals. The 
timestamps that are carried by these synchronically 
emitted signals are called the time scale of the system.

Among the above-mentioned systems, the most 
complicated and, at the same time, the most advanced 
ones are the global navigation satellite systems (GNSS). 
Accordingly, the description of the GNSS functioning 
principles requires using the most complicated 
conceptual fundamentals. For other RNS, the conceptual 
fundamentals are simpler and are considered a special 
case of the GNSS conceptual fundamentals. 

1. Review of the concepts used in modern 
educational and scientific literature to 
describe the GNSS functioning principles

Sources [1-14] describe the functioning principles of 
the GNSS using the terms pseudorange and pseudodelay. 
Pseudorange is defined in all the sources as pseudodelay 
multiplied by the speed of light. Pseudodelay is defined 
in [1-14] as tr

rpd  t t −=τ , the difference between time 
rt  of receiving a navigation signal in the timescale of the 

receiver and time trt  of its emission in the time scale of 
the navigation satellite. The method by which the receiver 
learns the value trt , the meaning of the terms “timescale” 
and “moment of time in a certain scale”, and how the 
timescale differs from the physical time used in physics 
textbook is not revealed in [1-14]. Moreover, in the works 
[1-9], explicitly or not, the pseudorange tr

rpr  t t −=τ  is 
treated as a time interval, without explanation whether or 
not it is an interval of physical time or a time interval in 
a certain scale. 

Fig.  1 is used, explicitly or not, to describe the 
GNSS functioning principles in [1-14]. Here, it was 
taken from the textbook [4]. Similar figures are used for 
these purposes in [2, 8, 9, 12].

Fig. 1. Description of pseudodelay as a time interval 

The GNSS functioning principles and the meaning 
of pseudodelay are explained by means of the Figures 
similar to Fig.  1 as follows: navigation satellites emit 
navigation signals at time points t01, t02, t03, … with an 
interval of Te in the system timescale (STS) (i.e., it is 
implicitly suggested that the navigation signal is a pulse 
signal). The time reference generator of the navigation 
receiver generates consequential time points trg1, trg2, trg3, 
… with the same period Te defining the time scale of the 
navigation receiver (RTS). The signals emitted by the 
satellites at the time points t01, t02, t03, are received at the 
time points tr1, tr2, tr3 …, according to the RTS (i.e., once 
again a pulse nature of the navigation signal is implied). 
For convenience, the emission time points t01, t02, t03 are 
connected with the reception moments tr1, tr2, tr3, … with 
the inclined dashed arrows in Fig. 1.

In general, the RTS is displaced relative to the STS 
by a value unknown for the navigation receiver – ΔТ, as 
shown in Fig. 1 and defined in [4] as ΔТ = t0i – trgi.

The navigation receiver measures the delays of the 
satellite signals in its scale, i.e. it assumes that the signals 
are emitted by the satellites at the reference time points 
trg1, trg2, trg3, … in the RTS scale, while they are really 
emitted at the time points t01, t02, t03, … . As a result, the 
navigation receiver measures not the delay j

dτ  of the 
signal propagation from the j-th satellite to the navigation 
receiver, but the pseudodelay j

pdτ

	              ,      		    		          (1) 

where J is a total number of satellites tracked by the 
navigation receiver. Therefore, according to Fig. 1, the 
pseudodelay j

pdτ  in the navigation receiver is formed by 
measuring the duration of the time interval, which begins 
at the time points trgi and ends at the time points tri. 

The pseudodelay (1) multiplied by the light speed c 
results in pseudorange jρ

Tj
d

j
pd ∆+=ττ J,1j =
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					           ,   	        (2)

where rx , ry , and rz  are the unknown coordinates 
of the navigation receiver, jx , jy , jz  are the known 
coordinates of the j-th satellite acquired from its 
navigation message, and TñRr ∆=∆  is the unknown 
RTS displacement relative to the STS in meters.

Pseudodelays jρ  measured by not less than four 
satellites (J ≥ 4) are used to make a set of equations (2) 
with four unknown rx , ry , rz , and rR∆ . The estimates

rx̂ , rŷ , rẑ , and rR̂∆  are found from the solution.

2. Critique of the conceptual model used 
in the modern educational and  scientific 
literature to explain the GNSS functioning 
principles

The fundamental model given in Section 1, which 
for convenience is called the old model, employs the 
terms, the meaning of which is blurred and, at times, 
senseless. The use of these terms in the old model leads 
to contradictions. The following several examples prove 
this statement.

1.	 In modern GNSS, signals of navigation satellites 
are continuous periodic pseudorandom sequences (PRS). 
What is understood in this case under moments of 
emission and reception of continuous signals, because 
such signals are emitted and received at any time point, 
so can any time point be considered the moment of 
emission and reception?

2.	 If the pseudodelay j
dτ  of the signal in Fig.  1 

exceeds Te, the measurement of pseudodelay becomes 
ambiguous and can be expressed as e

jj
pda

j
pd Tk+=ττ

, J,1j = , where j
pdaτ  is the ambiguous measurement 

of the pseudodelay formed by using the one of the 
time points trgог1, tог2trg2, tог3trg3…, that is the closest and 
preceding to the moment of reception, as a reference 
time point in the RTS; jk  is an indefinite integer. The 
same ambiguousness appears in a case when the modulus 

T∆  of the RTS displacement relative to STS exceeds 
the period Te.

Essentially, the ambiguousness of measurements 
of pseudodelay can be solved with the help of the 
approximated a priori data on the delay j

dτ  and the 
displacement of ΔT RTS relative to STS. At this, the 

total error of the approximated a priori data on the delay 
j

dτ  and the displacement of ΔT should not exceed Te/2. 
By means of such a priori data, using the formula (1) 
a roughly approximated value j

pdrτ  can be calculated. 
Such rough evaluation of the pseododelay produces the 
following approximated equality e

jj
pda

j
pdr Tk+≈ττ . The 

inaccuracy of this equality does not exceed Te/2. Hence, 
it is easy to get a formula to calculate an indefinite integer 

( ) e
j
pda

j
pdr

j Tk ττ −=  J,1j = , where operation x
means calculating the integer closest to x. In textbook 
[7], exactly this method for solving the ambiguousness 
of measurement of pseudodelay in GNSS is described, 
though it is not used in any real navigation receivers. 

3.	 According to Fig. 1, measurement of pseudodelay 
is carried out at the time points of receiving the tr1, tr2, 
tr3, …, signals emitted at the t01, t02, t03, … time points. 
However, measurement of pseudodelay should be 
conducted simultaneously for not less than four satellites.  
Because of the difference in the distances between the 
satellites, the j

rt 1 , j
rt 2 , j

rt 3 , … time points of receiving 
signals form the j-th satellite in the navigation field 
will not coincide with the time points k

rt 1 , k
rt 2 , k

rt 3 , … 
of receiving signals from the k-th satellite. Therefore, if 
measurement of pseudodelay for each satellite is carried 
out at the moment when the signal from this satellite is 
received, such measurement for different satellites will 
occur at different time points. What time do the evaluated 

rx̂ , rŷ , rẑ , and rR̂∆ , found from solving the system of 
linear equations (2), correspond to?

4.	  A navigational receiver should measure 
pseudodelays for all the satellites at uniform time points 
of tmeas. It is possible to use, for example, the reference 
moments trg1, trg2, trg3, … shown in Fig. 1. The position of 
these moments on the RTS is defined (is set) by the signal 
of the generator of the navigation receiver. However, 
in order to make measurement of the pseudodelays 
corresponding to different navigational satellites to be 
carried out in the uniform moments of tmeas, it is necessary 
for the corresponding moments of signal emission from 
different satellites to differ and precede the moments of 
measurement tmeas for the period of signals propagation 
from different satellites to the navigation receiver. 
Further, for convenience, these time points will be 
called the preceding moments and will be designated as 

j
prt , where the superfix j is the number of the satellite. 

Time of signal propagation from different satellites can 
vary depending on the position of the consumer and 
the altitude of the satellite orbit. Hence, it is clear that 

( )
( ) ( ) ( ) ï

j
ï

j
ï

j
ï

j
d

j
pd

j

Rzzyyxx

TcRTcc

∆+−+−+−=

=∆+=∆+== ττρ

J,1j =
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the assumption about the pulse nature of a navigation 
signal introduced implicitly cannot be accepted, because 
satellites cannot emit pulses at the time points preceding 
the moments of measurement in receivers of all the great 
number of consumers.

To overcome the contradictions of old conceptual 
model described above, it is necessary to introduce new 
concepts considered in the following section. 

3. Determination of the semantic content 
of the concepts “timescale” and “time on 
a scale”

The contradictions of the old conceptual model of 
radio navigation revealed above cannot be eliminated 
without determination of the semantic content of the 
concepts “timescale” and “time on a scale”. Despite the 
wide usage of these terms in literature [1–14], the author 
did not manage to find the definition of their semantic 
content there. Therefore, it is necessary to define the 
semantic content of the concepts “timescale” and “time 
on a scale”.

Further, to eliminate the confusion between the 
terms “time” and “time on a scale”, instead of the term 
“time”, we shall use the term “physical time” that means 
the ideal time that lapses absolutely evenly and that is 
used in physics textbooks. To designate the physical 
time, the symbol t is used.

The definition of the semantic content of the 
concepts “timescale” and “time on a scale” demands 
the definition of the semantic content of a “phase”, as 
well as the introduction of distinctions in definitions of 
the semantic content of the concept of phase. Again, 
despite the wide usage of the term “phase” in literature, 
the author did not manage to find the definition of its 
semantic content. In Textbook [16], a mathematical 
definition of the concept of phase for a harmonic or in 
a more general case a quasiharmonic process or signal 
is given  ( ) ( ) ( )tcostAta ϕ= . Here, A(t) is the slow 
changing signal amplitude, φ(t) is the slow changing 
phase of the signal (in radians), which is an argument of 
a harmonic function. The argument φ(t) is determined by 
the instantaneous angular frequency of the ω(t) signal by 
the formula

							     

						              (3)

where ω(t) = 2πf (t), f(t) is the instantaneous 
frequency (in Hz). The first item in the right part (3) is 
defined as the phase increment on the time interval 0 ÷ 
t, and 0ϕ is defined as the initial phase, i.e., the value of 
the phase φ(t) at the t=0 time moment. The concept of the 
instantaneous angular frequency ω(t) is the derivative of 
phase φ(t).

				    			 
						              (4)

For a strictly harmonic frequency signal, ω and f are 
constants, and the phase changes uniformly or linearly: 
( ) 0tt θ+ω=ϕ . In case of a quasiharmonic signal, ω(t) 

is a slowly changing function of physical time t, and 
the phase changes nonuniformly. Expressions (3, 4) 
make it possible to geometrically interpret the phase of 
a quasiharmonic signal as a vector angle φ(t) of variable 
length A(t) rotating with slowly changing instantaneous 
angular speed ω(t).

Henceforth we shall use cycle as the more convenient 
unit of phase. Cycle 1 equals 2π radian.

The expressions (3) and (4) 
in this case will be transformed to 

In practice, there is often a need to consider varieties 
of the concept of phase, such as fractional and full phase. 
The fractional phase φfrac(t) is the phase lying within 1st 
cycle 0 ≤ φfrac < 1. The full phase φfull(t) can accept any 
values, i.e., contain besides a fractional phase φfrac(t) in 
its structure the integer number of cycles n(t) counted at 
every moment of physical time t from a starting point 
defined in advance.

φfull(t) = φfrac(t) + n(t) 				            (5)

When measuring a phase there can be situations 
when the integer n(t), which is a part of the full phase 
(5) differs from its true value by an uncertain number 
of cycles. Such full phase is called an ambiguously full 
phase.

A cyclic interval is an interval of physical time t, 
during which the full phase goes up by 1 cycle. In case 
of uneven change of phase, cyclic intervals will have 
various duration.

A fractional phase of a signal can be deduced from 
the full phase by adding or subtracting such an integer 
number of cycles for the result to be ranging from 0 to 
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1 cycle. It is known that addition of an integer number 
of 2π (an integer number of cycles) to the argument of 
the harmonic function does not change the value of this 
function. In this case, full and submultiple phases are 
equivalent to each other.

The concept of phase is applicable not only to 
harmonic or quasiharmonic signals. Fig. 2(b) shows 
change in time of the pseudorandom sequence (PRS) 
11110 00100 11010 at uneven change of its phase, and 
Fig.  2a shows the schedule of this unevenly changing 
phase.

Fig. 2.  PRS with uneven phase changing  

Fig. 2b shows two identical in structure PRS 11110 
00100 11010, located on cyclic intervals of physical 
time that are different in duration. Each of these cyclic 
intervals begins and ends at the time of the pulse leading 
edge corresponding to the first one in the group of four 
ones in a row in the PRS structure. The phase increment 
of these PRS on these different cyclic intervals is identical 
and equal to one cycle (2π rad).

The example shows that in order to define the concept 
of signal phase, it is necessary to distinguish the concepts 
of time period and structural period of a signal. Usually, 
a time period is thought of as a periodically repeating 
strictly identical interval of physical time. It is necessary 

to understand that an interval of physical time, on which 
all structure elements of a signal repeat, is a structural 
period. This period can have variable duration, but the 
signal phase increment on it is always equal to 1 cycle. In 
case of uniformly changing phase, the time intervals, on 
which the phase increment increases by 1 cycle, become 
identical, and then the concepts of structural and time 
periods coincide.

Based on the concept of structural period of a signal, 
the concept of fractional phase φfrac(t) of this signal in 
cycles is possible to define as the fraction of its structural 
period (cycle) observed at every moment of physical 
time t. A full phase of a signal is defined as a sum of 
the integer number of structural periods (cycles) and the 
fractional phase of the current structural cycle, which are 
observed on an interval from the beginning of the count 
of physical time until the present moment t.

In practice, determination of a quantitative value of 
physical time t is always carried out by means of a clock, 
which is understood to be a set of means and actions aimed 
to determine a quantitative value of physical time as a 
full phase of some periodically repeating process, which 
is the foundation of the specified clock. Oscillations of 
a pendulum, a signal of an electric generator, rotation of 
the Earth or radiation of atoms when they transit between 
different energy levels that defines an atomic time, can 
be used as such process. Hereafter, the process or a 
signal, which is the underlying operation principle of a 
clock, will be called a process or a signal of this clock. 
A quantitative determination of physical time t will be 
understood as determination of a number for each its 
moment T(t) that is the value of time at this moment. The 
specified number T(t) will be called the readings of the 
corresponding clock for the moment of physical time t 
under consideration.

Different clocks have different accuracy. The 
accuracy of a clock is determined by stability of the 
process of this clock. Therefore, there is a need to 
distinguish from the known natural processes the 
most stable one and use the readings of the clock built 
on its basis as the reference time. According to the 
present international agreements, the radiation of a 
cesium atomic beam standard is used as the process 
of the master clock. By definition, a second as unit of 
physical time equals 9192631770 periods of radiation 
corresponding to transition between two super thin levels 
of the main condition of a cesium-133 atom. However, 
if one compares the readings of two master clocks using 
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different instances of the device counting the radiation 
periods of -133 atoms, it becomes evident that in course 
of time these clocks begin to disagree. This happens 
because any periodic process used for determination of 
a quantitative value of physical time has instability and 
this instability leads to the fact that in course of time even 
very precise clock disagree. Therefore, readings T(t) of 
any clock are only approximations to what physical time 
t is.

Readings of any clock are formed as the sum of their 
initial setting, the number of full phase increments of 
the clocks process on an interval of physical time from 
the moment of the initial setting to the present moment 
and possible corrections of the clock readings on the 
same interval of physical time. If readings of a clock are 
measured in seconds, then on the time interval from the 
moment of the initial setting a quantitative increment 
of time is defined as an increment of the full phase of 
the clock process brought to 1 Hz. This means that the 
increment of a full phase of the clock process divided 
by the nominal value of frequency of this process. For 
example, the increment of a full phase of radiation of the 
cesium atomic beam standard brought to 1 Hz is defined 
as the number of increments of the full phase of this 
radiation divided by 9192631770.

Therefore, readings of clock T(t) is a phase, the value 
of which is used for the quantitative measurement of 
physical time. At the time of taking of a clock’s readings 
(i.e., at the time of measurement of the quantitative value 
of physical time) the phase is treated as time, and the 
unit of measurement of phase is replaced with the unit of 
measurement of time.

We shall define the concept of a timescale as moments 
of physical time t set by the readings of the clock, which 
are the basis of the scale under consideration [17, 18]. 
Then, the concept of time on a scale is defined as the 
readings of the clock, which are the basis of the scale for 
any moment of physical time t. At the same moment of 
physical time different clock can have different readings 
(different time on different scales) and at the different 
moments of physical time different clock can have 
identical readings (identical time on different scales). A 
timescale shift should be understood as the difference 
of the readings of a clock on one scale and a clock on 
another one at the same moment of physical time. At the 
same time, the difference of the clocks readings for the 
same moment of physical time should not be confused 
with an interval between the moments of physical time, 
at which the clock readings are identical. Since any clock 

is unstable, difference of the clock readings for the same 
moment of physical time generally is not equal to time 
interval between the moments of identical readings of 
this clock.

4. Description of the GNSS functioning 
principles based on the new conceptual 
model

The signals emitted by navigation satellites in the 
modern GNSS are the high frequency phase-modulated 
carrier oscillations in the range ~1.2–1.6  GHz. 
Modulation of the carrier oscillations is carried out by 
a double-layer signal. The lower layer is a continuous 
periodically repeating PRS, on which measurement of 
pseudoranges is carried out. A nominal period of these 
PRS in the open signals of GLONASS and GPS is equal 
to 1  ms. The upper layer is formed by binary 20  ms 
symbols of the navigation message, which inversely 
modulate periodically repeating PRS of the low layer. 
Formation of PRS in the onboard equipment of satellites 
is carried out from a signal of the high-stable atomic 
frequency standard. A full phase of PRS, emitted by each 
satellite and interpreted as the readings of clock, sets the 
onboard time scale (OTS) of this satellite.

According to the definition (5), a full phase φfull(t) 
of PRS for each present moment of physical time t is set 
by a fractional phase φfrac(t) by this PRS and an integer 
n(t) of the full periods of PRS, which are keeping within 
an interval from some conditional beginning defined in 
advance before the present moment t. For example, in 
GLONASS system such conditional beginning are 00 
hours, 00 min 00 sec from January 1, 1996, according to 
the Moscow standard time defined as UTC (SU)+3 hours. 
For setting an integer number of cycles n(t), special 
signals of timestamps and digitization of these timestamps 

jζ  are put in navigation messages of satellites. A signal 
of a timestamp is an a priory defined sequence of pulses 
in the navigation message. The moment of emergence 
of the trailing or front edge of a certain pulse in the 
signal of a timestamp is the timestamp itself. Further, 
this moment will be called a timestamp moment. For 
example, in the GLONASS system, a timestamp moment 
is the moment of the trailing edge of the last pulse of a 
signal of a timestamp, and in GPS, a stamp moment is the 
moment of the forward front of the first pulse of a signal 
of a timestamp. Digitization of a timestamp moment is 
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the readings of clock of the j-th satellite on its board at 
this moment. Fig. 3 shows characteristic time points in 
the transmitted (Fig. 3a) and received (Fig. 3b) signal. In 
Fig. 3a, the moments of the beginning of the periods of 
PRS in the radiated signal, or in other words the moments 
of milliseconds according to RTS, are shown with the 
arrows pointed up. A timestamp moment is italized with 
a big arrow. The symbol jζ shown over a big arrow 
designates digitization of this timestamp moment. The 
corresponding time points in the received signal are 
shown in Fig. 3b in the form of hyphens with crosses. 
The hyphens focused down on Fig. 3b show some in 
general case random timestamp moments of RTS some 
generally. In general, it is not supposed that these time 
points have any digitization.

Fig. 3. Timestamps and their digitization in the radiated 
and received GNSS signals

In the moment of time on RTS marked in Fig. 3b 
with a symbol tmeas, measurement of a fractional phase 

( )meas
j tξ̂  of PRS of the j-th satellite is taken in the 

navigation receiver. This phase expressed in cycles is 
equal to the period share ab  in the received signal, 
which has passed from the beginning of the PRS period 
until physical time tmeas.  The value of ( )meas

j tξ̂  cannot 
be displayed in Fig. 3, as for this purpose it is necessary 
to allow a vertical axis, along which the phase (the 
reading of clock) will be laid off. Such laying off will be 
made further in Fig. 5 in the form of the clock readings. 

As it is seen from Fig. 3, the value of a fractional 
phase ( )meas

j tξ̂  measured in the receiver with an 
accuracy up to an integer of milliseconds and errors of 
tracking is in agreement with the readings of satellite 
clock at the time of precedence j

prt  to the measurement 
moment tmeas. The assessment ( )j

pr
j tT̂  of the complete 

clock readings of the j-th satellite in seconds at the 
time of precedence is calculated in the processor of the 
navigation receiver according to the formula

						              (6)

where j
msecζ  is the digitization of the last accepted 

timestamp expressed in milliseconds; jn is the whole 
amount of the periods of the accepted PRS lying on 
a time interval from the last accepted and digitized 
timestamp until measurement tmeas, (in the example, 
shown in Fig. 3, 2n j = ). The actions described above 
and the funds allocated for this purpose for estimation 
of the clock readings of the j-th satellite at the time 
of precedence can be called channel clock of the j-th 
satellite in the navigation receiver, and the estimates 
determined by a formula (6) are called readings of this 
clock. For convenience of the further consideration 
of the channel clock reading, relating to the time of 
measurement tmeas, will be designated as ( )measchan tT j , 
i.e., ( ) ( )j

pr
j

meas
j

chan tTtT ˆ= . It is possible to interpret the 
calculations by a formula (6) as a solution of millisecond 
ambiguity of estimates ( )meas

j tξ̂ of the readings of 
satellite clock.

The channel clock under consideration is 
schematically shown in Fig.  4 with four small circles. 
It is obvious that the number of channel clock of the 
navigation receiver is equal to the number of its channels.

Fig.  4. A model of the navigation receiver as a set of 
clocks

Apart from the channel clocks in the navigation 
receiver, its own clock, which is schematically shown in 
Fig. 4 with a lower big circle, is used. Own clock of the 
receiver is the clock, which readings define the moments 
of carrying out measurements, i.e., sets a receiver time 
scale.

The coordinates of the navigation receiver and the 
clock reading of the system for a moment tmeas. can be 
determined based only on the readings of the channel 
clock. The receiver derives the values of the polynomial 
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models coefficients from navigation messages allowing 
one to calculate the estimates of shifts ( )j

pr
j

sys tT̂∆  of the 
clock readings of all tracked satellites relative to the 
clock readings of the system at the time of precedence 

j
prt . Further, by means of these estimates, the receiver 

calculates the estimates of the clock readings of the 
system for the precedence moments:

				  

							     
						              (7)

Using the parameters of mathematical models of 
satellites movement, transferred in navigation messages 
and the estimates ( )j

prsys tT̂ , the receiver calculates the 
coordinates ( )j

pr
j tx , ( )j

pr
j ty , and ( )j

pr
j tz  of each j-th 

satellite for the precedence moment corresponding to 
this satellite. It should be emphasized that in order to 
calculate the coordinates of each j-th satellite, the receiver 
uses not the value j

prt of physical time for the precedence 
moment, but the assessment ( )j

prsys tT̂  of the clock 
readings of the system for this moment, or, otherwise, to 
calculate the navigation satellites coordinates in GNSS, 
time according to a system scale is used, but not the 
value of physical time.

It is possible to write down the following obvious 
equality for the moments of physical time of t neglecting 
for simplicity signal delays in the atmosphere:

							     
		    ,				             (8)

where j
prmeas tt − is a delay of signal distribution; 

jR  is a distance between the points, which the j-th 
satellite occupied at the moment of precedence j

prt  and 
the navigation receiver at the time of measurement tmeas,; 
c is velocity of light. Because the clock of the system is 
very exact, the moments of physical time tmeas, 

j
prt  in (8) 

can be replaced with the readings ( )meassys tT , ( )j
prsys tT  of 

the clock of the system at the same moments. Taking this 
into account, an initial equality (8) can be presented with 
a high precision in the following form:

				  
( ) ( ) ,

c
RtTtT

j
j
prsysmeassys =− 				  

			         ,       		         (9)
Replacing in (9) the value ( )j

prsys tT  with the 
corresponding assessment (7), the following equation for 
each j-th satellite is received:

				  
( ) ( ) ( ),ˆ j

pr
j

sys
j
pr

j
j

meassys tTtT
c

RtT ∆−=− 			 
				              ,		        (10)

Expressing in (10) the distance jR  through 
the coordinates of the navigation receiver ( )measr tx  
( )measr ty , ( )measr tz , at the time of measurement tmeas 

and the coordinate of the j-th satellite ( )j
pr

j tx , ( )j
pr

j ty , 
( )j

pr
j tz , at the moment of precedence j

prt , from (10), the 
following system of the nonlinear equations concerning 
unknown ( )meassys tT , ( )measr tx , ( )measr ty , ( )measr tz  is 
received:

				                 		      
To find four unknown of ( )meassys tT , ( )measr tx , 

( )measr ty , and ( )measr tz , it is necessary to have not 
less than four equations of a type (11), i.e., to carry out 
measurements at the same time not less than on four 
satellites. Solving a system (11) under these conditions, 
the estimates ( )measr tx̂ , ( )measr tŷ , and ( )measr tẑ  of the 
coordinates of the navigation receiver and the assessment 

( )meassys tT̂  of the clock readings of the system at the 
time of measurement tmeas, which can be used further as 
digitization of time moment, are obtained. 

In the system (11), own clock readings of the 
navigation receiver are not used, i.e., it is not required that 
timestamps of the receiver should be digitized. However, 
in practice, usually it is required to carry out navigation 
definitions not in randomly set measurement moments 
tmeas, but in regular intervals. To count these intervals, it 
is necessary to use own clock of the navigation receiver 
shown in Fig. 4 with a big circle. In this case timestamps 
of the navigation receiver are digitized by readings of its 
own clock, and instead of the readings of channel clock, 
a concept of a pseudodelay is employed. At the same 
time, it is unimportant, how precisely these digitizations 
coincide with the clock readings of the system ( )meassys tT  
at the same moment tmeas. The pseudodelay ( )meas

j
pd tτ  

according to the j-th satellite is determined as a difference 
of the readings of own clock of the receiver ( )measr tT  at 
the time of measurement tmeas and the clock readings of 
the j-th satellite at the time of precedence j

prt :	 	

;
c

Rtt
j

j
prmeas =− J,1j =

J,1j =

J,1j =
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			             ,			          (12)
The initial value ( )measr tT  can be set randomly, taken 

from any suitable source, or just calculated according to 
the following approximate formula:

				   ( ) ctT j
measr  08,0+= ζ 				        (13)

where jζ  is digitization of the next accepted 
timestamp from any satellite. The error of initial 
digitization of timestamps of the receiver by a formula 
(13) does not exceed ± 30 ms.

A pseudodelay assessment ( )meas
j
pd tτ̂  formed in 

the receiver is defined as a difference of the readings of 
own clock of the receiver and the readings of its channel 
clock corresponding to the j-th satellite at the time of 
measurement tmeas:

				   ( ) ( ) ( ) ( ) ( )j
pr

j
measrmeas

j
chanmeasrmeas

j
pd tTtTtTtTt ˆˆ −=−=τ ,	

						            (14)

For any moment of physical time t, the expression 
(12) can be rewritten as follows:

				   ( ) ( ) ( )j
pr

j
r

j
pd tTtTt −=τ ,				         (15)

where the symbol j
prt  in that case designates the 

precedence moment to a present situation of physical 
time t. For any moment of this time, it is possible to 
introduce the concepts of shifts of the clock readings of 
the satellite and own clock of the receiver:

				   ( ) ( ) ( )tTtTtT sys
jj −=∆ , J ,1j = 		

( ) ( ) ( )tTtTtT sysrr −=∆ 				          (16)

Using (16), the clock readings of the j-th satellite 
and the reading of own clock of the receiver ( )tTr , the 
following can be expressed through the shifts:

				   ( ) ( ) ( )tTtTtT j
sys

j ∆+= , J ,1j = 		
( ) ( ) ( )tTtTtT rsysr ∆+= 				          (17)

Substituting (17) into (12), the following expression 
for pseudodelay is obtained:

		

						            (18)

where
							     

						           (19)
is increment of the clock readings of the system on 

the time interval meas
j
pr tt ÷ , duration of which is equal to 

the delay ( ) j
prmeasmeas

j
d ttt −=τ  of a signal propagation 

from the point occupied by the j-th satellite in the 
preceding moment j

prt  until the point occupied by the 
receiver in the moment of measurement meast .

Fig.  5 shows the pseudodelays change as the 
functions of physical time t for two satellites with Nos. 
j and k.

Fig. 5. Change of pseudodelays of the j-th and k-th 
satellites as the functions of physical time t

A pseudorange assessment ( )meas
j tρ̂  according to 

the j-th satellite is defined as a pseudodelay assessment 
( )meas

j
pd tτ̂  (14) multiplied by light speed c:

						    

							     
     						            (20)

From (14) and (20) it is easy to see that at strict 
synchronism of the clock rate of the receiver and 
satellites, a pseudodelay assessment becomes a delay 
assessment, and a pseudorange assessment turns into a 
range assessment.

Subtracting the readings of own clock of the receiver 
( )measr tT  from the left and right parts (11), the following 

is received:

( ) ( ) ( )j
pr

j
measrmeas

j
pd tTtTt −=τ J ,1j =

J ,1j =

J ,1j =

( ) ( ) ( )j
prsysmeassysmeas

j
prsys tTtTttT −=÷∆
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						            (21)
By the definition (16), the contents of the parentheses 

standing in the left part of the expression (21) is a 
shift ( )measr tT∆  of the clock readings of the receiver 
concerning the clock readings the system at the time of 
measurement meast . The following should be introduced 
to the product of this shift and light velocity c:

				   ( ) ( ) ( )( ) ( )measrmeassysmeasrmeasr tTctTtTctR ∆⋅=−⋅=∆ 	
						              (22)

where ( )measr tR∆  is a shift of the readings of the 
receiver clock concerning the readings of the system 
clock expressed in meters. The contents of the parentheses 
in the right part (21) by definition (14) is a pseudodelay 
assessment, and its multiplication by the light speed 
according to (20) is a pseudorange assessment. As a 
result, it is possible to rewrite (22) as the following:

						    

					        	       (23)

The system of the equations (23) is completely 
equivalent to the earlier received system (11). The 
unknown in this system, which are subject to definition, 
are the receiver coordinates ( )measr tx , ( )measr ty , and 
( )measr tz , and a shift ( )measr tR∆  (22) of the readings of 

the receiver own clock concerning the readings of the 
system clock expressed in meters. From (22) it is seen that 
it is possible to calculate the assessment ( )meassys tT̂  of the 
readings of the system clock at the time of measurement 

meast , as ( ) ( ) ( ) ñtRtTtT measrmeasrmeassys
ˆ∆−= by means 

of a shift assessment ( )measr tR̂∆  and the readings of the 
receiver clocks ( )measr tT .

5. Application of the new conceptual model 
to ground radio navigational systems

Ground RNS can be considered as a simplified GNSS 
option. Simplification is that transmitters of navigation 
signals in these systems are fixed and, therefore, the 
coordinates of transmitters can be placed in memory of 
navigation receivers during their production. Timescales 
of all transmitters of ground RNS, as well as in GNSS, 
are synchronized with high precision with a system 
timescale. The structures of the transmitted navigation 
signals in various ground RNS can differ greatly, but 
the main principle remains invariable: the phases of the 
radiated radio navigation signals carry information on 
the readings of the system clock and set time scales of 
the received signals in navigation receivers.

Fig. 6. The structure of the navigation frame RNS OMEGA
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It is not possible to consider all types of ground 
RNS in the article. Therefore, further, as an example, 
the application of a new conceptual fundamental for 
the ground super long-wave RNS OMEGA [15] will be 
considered.

The structure of a navigation frame of the RNS 
OMEGA is shown in Fig. 6. [4, 15, 19].

Eight stations of the RNS OMEGA are given in 
the Latin letters A, B, C, D, E, F, G, and H, which with 
time shift emit radio pulses with an average duration of 
1.25 sec., filled with coherent harmonic oscillations at 
frequencies of 10.2, 13.6, and 34/3 kHz respectively. 
Navigation radio pulses are highlighted in Fig.  6 with 
dotted pattern. Radio pulses with unique frequencies 
used for stations identifications are shown in vertical 
hatch in Fig. 6. The rest four radio pulses of each line of 
the navigation frame are used for exchange between the 
stations [19].

The main navigation frequency in the RNS OMEGA 
is 10.2  kHz, i. е., a signal phase of this frequency is 
identified with the readings of the synchronically working 
clock of the system stations (system clock). However, a 
signal period of frequency 10.2  kHz equal to 0.09804 
ms is very small and, consequently, a fractional phase of 
this frequency measured in the navigation receiver, carry 
information on the readings of the system clock of the 
moment of precedence with an accuracy up to an integer 
of periods 0.09804 ms. In other words, the readings of the 
system clock of the precedence moments identified with 
a fractional phase of frequency 10.2 kHz are measured 
in the navigation receiver ambiguously. To solve this 
ambiguity, one applies measurement of fractional phases 
on difference frequencies: 13.6–10.2 = 3.4 kHz (period 
of 0.294117 ms) and 34/3–10.2 = 34/30 kHz (period of 
0.88235 ms) [4, 15]. The least common multiple of these 
periods is 60/17 ms, i. е., a time interval, through which 
fractional phases of harmonic signals of all navigation 
radio pulses transform into null, equals 60/17 ms [15].

Time moments following the system clock 
through 60/17 ms are called the RNS OMEGA eras. If 
measurement of a signal phase of a navigation frame, 
which has duration of 10 sec (see Fig.  6), is involved 
to solve ambiguity, then a signal phase at a frequency 
of 10.2  kHz can be unequivocally measured in the 
navigation receiver within 30 sec. Solving 30 sec 
ambiguity is possible by means of normal clock. 

It should be noted that in literature [4, 15] when 
stating the methods of ambiguity solving in the RNS 

OMEGA, it is said that either ambiguity of range 
measurement or delays of a signal is solved. Obviously, 
there is a question about the kind of a range or delay of 
a signal, if in the noninterrogative systems, which the 
RNS OMEGA belongs to, a range or delay of a signal 
cannot be fundamentally measured. Actually, just as in 
GNSS, ambiguity not of range, but the readings of the 
clock of the RNS OMEGA stations for the precedence 
moments is solved. Taking into account that the clock of 
the stations is synchronized with the system clock, it is 
possible to speak about disambiguation of the readings of 
system clock for the precedence moments. The readings 
of the stations clock is transferred continuously in the 
phases of harmonic carriers, filling navigation radio 
pulses. Nevertheless, in literature [4, 15], the concepts 
of the moments of precedence and the readings of the 
stations and system clock are not introduced. In addition, 
it is not specified that phases of harmonic carriers, filling 
the emitted navigation radio pulses, carry the information 
on the readings of the stations clock in the precedence 
moments to the moments of phases measurement of these 
carriers in navigation receivers. As a result, the concept 
(the readings of the stations clock for the precedence 
moments), which ambiguity of measurements is solved, 
in literature [4, 15] is absent. For this reason, the authors 
[4, 15] are forced to speak about disambiguation of range 
measurements.

In addition, in literature [15], it is specified that 
for disambiguation of pseudoranging measurements, 
it is necessary to have a priory data not only on the 
coordinates of the navigation receiver, but also on shift 
of its timescale. The necessity in having a priory data for 
solving disambiguation of measurements of pseudoranges 
in the RNS OMEGA, as well as the need in having 
such data for solving disambiguation of measurements 
of pseudoranges in GNSS, about which the manual [7] 
states, is a mistake. This mistake results from desire of 
the authors of literature [7, 15] to solve ambiguity of 
measurements of pseudoranges. Such desire is natural, 
as in [7, 15] the concepts of the moments of precedence 
and the readings of the stations (satellites) clock for these 
moments are not used. However, if to solve ambiguity 
not of pseudoranges, but that of the readings of the 
stations (satellites) clock for the precedence moments 
(that, actually, is done in GNSS), then no a priory data 
in GNSS are required. In the RNS OMEGA, only rough 
a priory data on the readings of the system clock for the 
precedence moments will be required. The errors of these 
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rough a priory data on the module should not exceed 15 
seconds. A priory data with such big errors can be received 
by means of the regular clock, which is periodically set at 
the signals of the exact time, being broadcast.

In GNSS, disambiguation of the clock readings 
of satellites is carried out using timestamps and their 
digitizations (see Section 4 of this article). In the 
RNS OMEGA, digitization of timestamps is absent, 
and the moments of the beginning of 30  sec intervals 
corresponding to the moments of the RNS OMEGA eras 
can be used as timestamps. On each such interval, there are 
three in succession frames. As it was shown earlier, using 
the measurements of fractional phases on the main and 
difference frequencies and the readings of external clock, 
which shift concerning the readings of the system clock 
does not exceed 15 sec, permits one to solve completely 
the ambiguity of clock readings of the stations during 
the precedence moments. After disambiguation solving, 
unequivocal values of pseudotime delays as differences 
between the clocks readings of the navigation receiver at 
the time of measurement and the solved clock readings 
of the stations within the precedence moments can be 
formed. At the same time, it is no matter how much a 
time scale of the navigation receiver is offset concerning 
a system scale.

If digitizations of timestamps are introduced into 
the structure of the RNS OMEGA navigation signal, so 
in this case to solve disambiguation of clock readings 
of the stations, as well as in GNSS, no a priory data 
will be required. The paper considers [19] the offers on 
digitizations of timestamps into the structure of the RNS 

OMEGA navigation frame. For this purpose, it is offered 
to introduce a concept of five-minute superframes 
shown in Fig. 7. In the superframe, the first two minutes 
are separated for signal transmission of a timestamp 
designating the beginning of a superframe and digitization 
of this stamp. The last 3 minutes of a superframe are 
separated for transfer of codes of interstations exchange.

Each line of the RNS OMEGA navigation frame 
(see Fig.  6) includes eight radio pulses, four of which 
were not used for any purposes at the time of publication 
[19]. These four radio pulses in work [19] are offered 
to use for transmitting one tenth of a figure by means 
of a binary code. Unites and nulls of a binary code are 
offered to transmit via radio pulses frequency change. 
To do this, two individual frequencies are given for each 
RNS OMEGA station. On the two-minute time interval, 
given for transmitting a signal of a timestamp and its 
digitization, there are 12 frames. Hence, it is possible to 
transmit 12 decimal digits on this interval. A signal of a 
timestamp designating the beginning of a superframe is 
transmitted in the first frame of a superframe. A number 
of a minute in the hour is transmitted in the frames Nos. 
2 and 3. A number of an hour per day is transmitted in the 
frames Nos. 4 and 5. Three frames Nos. 6, 7, and 8 are 
separated for transmitting a number of a day of a year. It 
is proposed to transmit a number of a year of a century 
in the frames Nos. 9 and 10. Usage of the rest frames 
Nos. 11 and 12 is not determined. The structure of a two-
minute time code of the RNS OMEGA offered in [19] is 
shown in Fig. 8.

Fig. 7. Five-minute superframe of the RNS OMEGA

Fig. 8. Two-minute time code of the RNS OMEGA 
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If timestamps of the signals, radiated by the RNS 
OMEGA stations, are considered as the moments of 
the beginning of a 30-seconds intervals coinciding with 
the moments of the RNS OMEGA eras, so each 10th 
stamp will be digitized. At such digitization, solving 
the disambiguity of the clock readings of the stations, 
counting down in seconds from the beginning of the 
current year (i.e., with an accuracy up to a whole number 
of years from the century beginning) should be calculated 
according to the formula similar to (6)

				  

						            (24)
where dayN  is an amount of days in a year finished 

up to the beginning of the current superframe; hN  is an 
amount of hours in the current day finished up to the 
moment of the current superframe; minN  is an amount of 
minutes in the current hour finished up to the beginning 
of the current superframe (the values dayN , hN , minN  
are separated from the received superframe); 30N is an 
amount of 30-minutes intervals from the beginning of 
a current superframe finished up to the moment meast
of carrying out the measurements (the value 30N  is 
calculated in the receiver); ( )meas

j
ñ tξ  is a phase of the 

received signal at the frequency 10.2 kHz unequivocally 
expressed within 30  sec, referring to 1  Hz (the value 

( )meas
j

ñ tξ  is determined via solving the disambiguity 
of the measured value of the fractional phase of a signal 
frequency 10.2 kHz using the measurements of fractional 
phases at difference frequencies [4, 15]).

Subtracting the value ( )j
pr

j tT̂  calculated according 
to the formula (24) based on the clock readings of the 
receiver ( )measr tT  in the moment of the measurement 

meast , a univocal value of pseudodelay corresponding 
to the j-th station of the RNS OMEGA is given. It is 
possible to offer one more method (an easier one) to 
solve the disambiguity of measurement of a fractional 
phase of a signal frequency 10.2 kHz to resume a whole 
value of the clock readings ( )j

pr
j tT  of the stations during 

the moments of precedence j
prt . It should be suggested 

that the timestamps of the signals radiated by the RNS 
OMEGA stations are the moments of the beginning of 
the 10 sec frames shown in Fig. 6. In this case, each 30th 
stamp will be digitized. Two counters should be included 
into the receiver’s equipment. The first counter will 
determine a whole number fN  of frames, inserting onto 
time intervals from the beginning of the superframe until 

the moment of measurement meast  of a fractional phase 
of a signal frequency 10.2 kHz. The second counter will 
determine a whole number 2.10N  of signal frequency 
periods 10.2 MHz inserting onto the time interval from the 
beginning of a frame until the moment of measurement 

meast . In this case, solving the disambiguity of clocks 
readings of a station counted down in seconds from the 
beginning of the current year (i. е., with an accuracy up 
to a whole number of years from the beginning of the 
century) can be carried out with a formula similar to the 
formulae (6, 24).

						             (25)
It should be noted that in (25) for solving the 

disambiguity ( )j
pr

j tT , the measurements of fractional 
phases on the measurement frequencies 13.6 and 34/3 kHz 
are not used. Thus, applying a new fundamental concept 
of readings ( )j

pr
j tT  of stations clock during the moments 

of precedence j
prt  enables one to abandon carrying out 

measurements on the frequencies 13.6 and 34/3 kHz and, 
hence, ease significantly the RNS OMEGA by introducing 
digitization of timestamps into the structure of the RNS 
OMEGA navigation signal and two additional counters 
into the equipment of the receiver. 

The analysis being carried out shows that the 
concepts introduced in the Sections 3-4 for GNSS are 
fully acceptable for the ground RNS OMEGA.

Conclusions

Based on the critical review performed in the 
Sections 1 and 2 of a new conceptual model offered in 
the Sections 3 and 4, as well as, applying the concepts 
of a new model for the ground RNS, it is possible to 
conclude the following:

1.	 A timescale and clock readings scale of RNP 
(time according to the RNP scale) in the precedence 
moments are considered the key concepts of radio 
navigation. A timescale is the moments of physical 
time defined by the clock readings that are the base of 
any scale. Time according to the scale in any moment 
of physical time is defined as the readings of this clock. 
Clock is understood as a combination of methods and 

J,1j =
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actions directed to defining a quantitative value of time 
according to the scale as reducing to 1 Hz of a complete 
phase of the periodic process that is a base of a timescale.  

2.	 A concept of pseudodelay (pseudorange) is 
secondary with regard to the concept of the clock readings 
(time according to the scale) due to the following:

•	 A concept of pseudodelay ( )meas
j
pd tτ  is 

determined through the concept of the clock readings 
as a difference between the readings ( )measr tT  of the 
clock of a navigational receiver in the moment of 
measurement meast  and the measurements ( )j

pr
j tT  of 

the clock of the j-th station (satellite) in the precedence 
moment j

prt  to the moment of measurement meast , i.e. 
( ) ( ) ( )j

pr
j

measrmeas
j
pd tTtTt −=τ . The clock readings are 

an independent concept. As it is shown in the Section 4 
of the paper, the evaluations of the clock readings of the 
GNSS satellites in the precedence moments (the readings 
of a channel clock in the measurement moments) make 
it possible to carry out all navigation definitions without 
using a pseudodelay concept.

•	 In the synchronism mode in the registers of 
the phases of reference signals, a tracking loop for the 
phases of the received signals in the navigation receiver, 
disambiguous evaluations of the stations (satellites) 
in the moments of precedence are formed. That means 
that tracking loops of the navigation receiver track not 
the values of pseudodelays, but the stations (satellites) 
readings in the precedence moments. The measurements 
of pseudodelays in the navigation receiver are formed on 
the secondary base by means of the integration of the 
receiver’s processor codes of its tracking loops. 

•	 In the RNS, solving the disambiguity of 
pseudodelay measurements is undertaken not directly, as 
it is stated in [7, 15], but through solving the disambiguity 
of the clock readings of the stations (satellites) in 
the precedence moments. To solve this disambiguity, 
the signals of timestamps and their digitization are 
employed. At this, to solve the disambiguity no any a 
priory information is applied. When there are no time 
stamps digitization in the radiated signals, it is necessary 
to use a priory information in the form of the readings of 
the external clock in the precedence moments. 

•	 3.	 Applying a new fundamental concept 
of the readings ( )j

pr
j tT  of the stations clock during 

the precedence moments j
prt , permits one to abandon 

carrying out measurements on the frequencies 13.6 
and 34/3  kHz and, hence, ease significantly the RNS 
OMEGA by introducing digitization of timestamps into 

the structure of the RNS OMEGA navigation signal 
and two additional counters into the equipment of the 
receiver.
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AEROSPACE METHODS FOR EARTH REMOTE SENSING

Creating 3D Surface Models Using the Resurs-P Spacecraft Images
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e-mail: peshkun_aa@ntsomz.ru

Abstract. At the present time the Russian Earth remote sensing spacecraft group includes two spacecraft of the Resurs-P type that 
allow stereo survey of the Earth surface to be performed on one orbit circuit. The Geoton sensor images (panchromatic band 
with 1-meter resolution) were used to create the models. These models were created automatically by means of the digital pho-
togrammetric station PHOTOMOD. The article contains the information about 3D surface mod-els made from stereo pairs with 
different convergence angles for the same territory. It is noted that these models are compared with each other from the accuracy 
and completeness of objects’ reflection. The purpose of the comparison is to determine the optimal parameters for the Earth 
surface stereo survey.

Keywords: Resurs-P, stereo survey, stereo pair, digital surface model
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Nowadays two spacecraft of the Resurs-P type 
(No. 1 was put into orbit on June 25, 2013; No. 2 was put 
into orbit on December 26, 2014) are being operated in 
the orbit. They are intended for maps updating, ensuring 
economic activity of various federal, regional, municipal 
departments, and other consumers, and for obtaining in-
formation in the field of control and environmental pro-
tection.

The target-oriented equipment:
•	 the optical-electronic GEOTON-L1 complex 

with the system for reception and transmission of infor-
mation (SRTI) SANGUR-1U (Resurs-P No. 1, Resurs-P 
No. 2);

•	 the hyperspectral equipment – HSE (Resurs-P 
No. 1, Resurs-P No. 2);

•	 a complex of the wide-range multispectral sur-
veying equipment (WMSE) of high (HR) and average 
resolution (AR): WMSE-HR and WMSE-AR (Resurs-P 
No. 1, Resurs-P No. 2).

The scientific equipment:
•	 a complex of research of galactic beams of ultra-

high energies – Nucleon 
(Resurs-P No. 2).

Moreover, the onboard AIS receiver designed for 
radio signals receiving from sea vessels and their auto-
matic identification is installed on board the Resurs-P 
No. 2 spacecraft.

Table 1. Basic characteristics of the GEOTON-L1 
equipment

Characteristics name Value
Focal distance, mm 4000

Entrance pupil diameter, mm 500
Relative hole 1:8
Field angle, ° 5°18´

Photosensitive element size, µm

panchromatic

spectral

6х6
18х18

Pixel projection onto the Earth surface, 
m:

in panchromatic band

in narrow spectral bands
1.0

3.0–4.0

Swath width, km 38

Spectral bands, µm:

panchromatic

blue

green

red

 red 2

near red

near infrared 1

near infrared 2

0.62–0.79

0.48–0.53

0.54–0.59

0.62–0.68

0.66–0.69

0.70–0.75

0.72–0.80

0.81–0.88

Number of simultaneously used spectral 
bands 1–5

Linear coding bitness of videodata, bit/
pixel 10

Table 2. Basic characteristics of the WMSE complex

Characteristics name
Characteristics value

WMSE-
AR

WMSE-
HR

Optical system:
focal distance, mm

relative hole
field angle, °

40
1:4

54°30´

200
1:3

11°70´

Swath band, km 441.7 97.2

Pixel projection onto 
the Earth surface, m:

in panchromatic band
in narrow spectral 

bands

59
118

12
23.8
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Spectral bands, µm:
panchromatic

blue
green
red
IR 1
IR 2

0.43–0.7
0.43–0.51
0.51–0.58
0.60–0.70
0.7–0.9
0.8–0.9

Photosensitive ele-
ment size, µm:
panchromatic

spectral
5х5

10х10

Linear coding bitness 
of videodata, bit/pixel 12

Table 3. Basic characteristics of the hyperspectral  
equipment

Characteristics name Value

Swath, km 30

Pixel projection onto 
the Earth surface, m

25–30

Spectral bands, µm 0.4–1.1

Channels quantity not less than 96

Spectral resolution, 
nm

5–10

Table 4. Orbit parameters

Characteristics name Value
Type near-circular sun-syn-

chronous
Height, km 470–480

Inclination, ° 97.28

Surveillance periodic-
ity, day

no more than 3

Survey modes 

A route survey. Survey in the route mode can be 
carried out both with a constant value of heel and pitch-
ing angles (see Fig. 1) and with the set azimuth (Fig. 2). 
A spacecraft deviation on a heel and pitching from a na-
dir is possible up to ±45 °, on yawing is up uto ±60 °. 
Duration of routes is from 2 to 300 sec.

Route survey

Fig. 1. Survey with a constant heel and pitching

Fig. 2. Survey with the set azimuth

Stereosurvey. Stereosurvey is a receiving a stereo-
pair1 of images in the photographic way. Stereosurvey 
is carried out on one circuit with a device deviation on 
pitching. A length of routes is up to 115 km.

1	  A stereopair is a combination of two images of the 
same object received from two different surveying points.
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Creating a 3D model of the area

The materials of the stereosurvey became the basic 
data for creation of three-dimensional (3D) models of the 
area.

The key characteristics of the stereopair is the ratio 
of photography basis2 to photography height – B/H.

At values of B/H ratio close to 1, a convergent angle3 
is about 54°. If stereosurvey is carried out with equal de-
viations on pitching, then deviation angles in that case 
are about 27°. Advantages of such stereosurvey parame-
ters are the following: a big convergent angle allows one 

2	  Photography basis is the distance between two neigh-
bour photography points.

3	  A convergent angle of the stereopair is the angle, 
which is formed by the crossed projecting beams of the stereo-
pair images in the basic planes for the points of the same name.

to increase the accuracy of measurements on a stereopair; 
a big area of a stereopair. Disadvantages: shadow zones 
on mountainous areas and areas with high-floor build-
ings; to create an orthophotomap it is necessary to carry 
out additional survey with small deviation angles from 
a nadir or use stereopair images with deviation from a 
nadir more than 20°. 			 

In the world practice when stereosurvey is on one 
circuit (with deviations on pitching), the B/H ratio is cho-
sen depending on a height difference in the territory un-
der surveying. Therefore, optimum B/H ratios are values 
about 0.5. For mountainous areas, this ratio is reduced, 
and the ratio is increased for flat ones. Thus, convergent 
angles vary from 30° to 45°. To create a orthophotomap, 
stereosurvey can be carried out with different deviation 
angles of an optical axis from a nadir on pitching (for ex-
ample, +20° and –10°), so to use a picture with a smaller 
deviation angle from a nadir for orthotransformation.

Fig. 3. Aerial survey

Fig. 5. A bigger B/H ratio Fig. 6. A smaller B/H ratio

Fig. 4. Stereosurvey
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Table 5. Formed stereopairs parameters

Stereopair

Deviation angle  
from a nadir, ° Convergent 

angle, °Image  
No. 1

Image  
No. 2

A 32.5 12.0 44.2
B 12.9 36.5 46.3

Triplet 
C 47.2 2.5 46.6
D 2.5 44.1 44.4

Additional stereopairs
E 32.5 36.5 68.4
F 12.9 12.0 22.7
G 2.5 36.5 37.3
H 32.5 2.5 32.5

For creation of 3D models of the district, stereosur-
vey with the Resurs-P No. 1 spacecraft with the GEO-
TON-L1 equipment in the panchromatic range on a test 
area with various corners of deviations on pitching has 
been performed.

By results of this survey, four main stereopairs have 
been created (based on the criterion of survey on one cir-
cuit – A, B, C, and D) and four additional (are picked up 
for a convergent angle). Eight stereopairs for one terri-
tory, but with different convergent angles and ratios of 
B/H have been made in the result. The materials of 1A 
processing level have been used for photogrammetric 
processing.

As Fig. 7 and Table 5 show, there are similar stereo-
pairs in the parameters: A and B, C and D, G and H. The 
pictures forming them have deviation corners, similar in 
size, from a nadir on pitching. 

Photogrammetric processing is executed using PHO-
TOMOD. While processing, a block from seven pictures 

has been formed. Seven basic and 76 control points are 
used for performance of block equalizing and specifica-
tion of external orientation of pictures (see Fig. 8).

After adjustment, building of five digital area models 
is executed (further – DAM). Four DAM are constructed 
on stereopairs with the smallest errors for height when 
adjusting (are allocated green in Table 6). One additional 
DAM (see Fig. 9) is made using a new algorithm of the 
photogrammetric station PHOTOMOD for creation of 
dense DAM (employing repeated overlappings) with use 
of all seven pictures.

Fig. 7. Formed stereopairs

Fig. 9. A fragment of a digital area model No. 5

Fig. 8. A disposition scheme of basic and control points
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 Table 7. Estimation of the accuracy of the created 
digital area models

Stereopair,  
No.

Amount of  
control 
points

Maximum  
error, m

Standard  
devia-
tion, m

A 40 5.26 2.00
C 23 6.24 2.76
D 29 8.95 3.54
H 23 5.66 3.65

No. 5 49 12.17 6.13

Conclusion

As Tables 6 and 7 show, the stereopairs with conver-
gent angles about 45° (the B/H ratio is about 0.8) and about 
33° (the B/H ratio is about 0.5) were used for creation of 
DAM. At the same time, their precision characteristics are 
comparable. In this situation, the most preferable is a stere-
opair H, as it consists of pictures, one of which is almost not 
rejected from a nadir (2.5°). It will allow an orthophotomap 
with a minimum of distortions to be constructed.

In addition, it is worth paying attention to the stereo-
pairs B and G. These stereopairs have surveys, similar in 
parameters, respectively, the stereopairs A and H. However, 
the orientation accuracy of the stereopairs B and G is almost 
twice worse, than that of the stereopairs A and H. Moreover, 
the stereopairs F and E have the maximum errors for height 
on control points more than seven meters. The stereopairs 
B, F, E, and G are united by presence in them of at least one 

picture from a stereopair B. The stereopairs A, C, D, and H 
do not have pictures from a stereopair B. The geometry of 
pictures of a stereopair B can serve as the reason of such 
result.

The following factors can serve as the main reasons for 
bad geometry of pictures of a stereopair B: spacecraft evolu-
tions while surveying, deviation angles from a nadir, height 
difference on districts, and overcast. Deviation angles of 
pictures from a nadir at a stereopair B are comparable with 
deviation angles of pictures from a nadir of a stereopair A. 
However, the results of orientation of a stereopair A are sig-
nificantly better. It means that spacecraft deviation angles 
from a nadir while surveying on geometry of a picture did 
not influence greatly, as well as a height difference on dis-
tricts (the territory for surveying was the same one). The 
third picture of a triplet (the second picture of a stereopair 
D) was surveyed in conditions similar to conditions of sur-
veying of the second picture of a stereopair B, even with a 
greater deviation angle on pitching. Though, the orientation 
accuracy of a stereopair D, in some parameters, is more than 
twice better than the orientation accuracy of a stereopair B. 
It confirms the assumption of a low influence on geometry 
of deviation angles of the spacecraft while surveying and a 
height difference of the district under surveying.

Stereosurvey was carried out in different days under 
different meteoconditions. Overcast is present in all seven 
pictures. In this case, various nature of overcast in days of 
survey could also become an important factor, which has 
influenced geometry of pictures of a stereopair B. Confir-
mation or a denial of this assumption requires carrying out 
a number of additional research and tests, as in this situa-
tion there can be additional factors influencing geometry of 
pictures.
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A 44.2 4 53 0.71 1.33 0.48 0.83 4.39 6.33 1.88 2.64
B 46.3 5 65 3.10 9.06 2.38 7.20 3.64 10.73 2.24 6.69
C 46.6 4 43 1.15 2.65 0.70 1.50 3.35 5.64 1.92 3.05
D 44.4 4 43 1.13 2.84 0.70 1.68 3.32 6.17 2.00 3.61
F 22.7 3 55 0.84 0.87 0.55 0.64 3.60 10.38 1.58 4.68
E 68.4 5 58 4.02 5.74 3.20 4.46 4.93 7.94 3.23 4.49
G 37.3 5 58 1.34 11.17 1.03 7.69 3.16 13.94 1.79 9.37
H 32.6 4 52 1.16 2.09 0.72 1.20 3.40 5.96 1.78 3.26

Table 6. Block adjustment results from eight stereopairs  
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AEROSPACE METHODS FOR EARTH REMOTE SENSING

Analysis of Matrix Photodetectors Application for Scanning Systems
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Abstract. The paper deals with the design concept of the equipment and its functioning used for remote sensing of water areas. 
Various constructions of the device have been analyzed according to modern requirements for this class of equipment. The 
article shows that the usage of matrix photodetectors allows the required signal-to-noise ratio to be obtained. A scheme of the 
apparatus involving optical-mechanical scanning combined with the matrix photodetector is offered. It is demonstrated that 
the application of matrix photodetectors with relevant characteristics for a scanning system enables the required signal-to-noise 
ratio to be achieved for the model of radiation from water surface in defined spectral bands by means of redundant quantity of 
light-sensitive elements. The interpolation algorithm of signal processing from the photodetector, which permits one to reduce 
data flow with minimized geometrical distortion, is described. The results of modeling showed that the offered conception of the 
apparatus would be effective for remote sensing of the World Ocean. A device involving the offered scheme will be sufficient for 
modern metrological requirements.

Keywords: Earth remote sensing, ocean color, scanning system, matrix photodetector, interpolation algorithm
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Joint Stock Company “Russian Space Systems” is 
faced by a task to create a target equipment – the scanner 
of color of an open sea surface, which has to be a part of 
the space complex intended for the solution of problems 
of hydrometeorological and oceanographic support 
[1, 2]. To fulfill such tasks including monitoring of the 
ocean, the scanners, such as SeaWiFS, MODIS, and 
VIIRS [3] have been already brought to life and checked. 
The spectral range of the equipment operation of the 
Earth remote sensing (ERS), which is responsible for the 
ocean chromaticity, is from 0.4 to 0.9 µm (see Table 1). 
The orbit parameters (sun-synchronous, altitude of 700-
850 km) and geometrical parameters of the equipment 
(viewing angle is > 100°, resolution at nadir is ~ 1 km) 
are similar.

Table 1. Comparative characteristics of color scanners 
in the range of 0.4-0.9 µm.

SeaWiFS MODIS VIIRS
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402-422 20 405 - 420 15 402-422 20

433-453 20 438 - 448 10 436-454 18

480-500 20 483 - 493 10 478-498 20

500-520 20 526 - 536 10 - -

545-565 20 546 - 556 10 545-565 20

- - 662 - 672 10 - -

660-680 20 673 - 683 10 662-682 20

745-785 40 743 - 753 10 744-759 15

845-885 40 862 - 877 10 845-884 39

Since the device under development has to solve 
problems of monitoring of water areas of the World Ocean, 
it is necessary to consider a so-called “water” radiation 
model. The equipment under development has to provide 
the signal-to-noise ratio of > 500 when surveying water 
areas. The maximum spectral radiance ascending from 
a water surface is located on the wavelength of 410 nm; 
the spectral density of radiance on this wavelength is 
95 W/m2×sr×µm (according to the model used during 

creation of the specialized scanner for research of the 
World Ocean SeaWiFS [4]). The minimum brightness of 
the radiation ascending from the water surface is equal 
to ~7 W/m2×sr×µm (spectral range with the central 
wavelength of 860 nm). The calculations executed have 
shown that none of the known traditional approaches 
for creating the ERS equipment (namely: using one- 
and multielement detector in combination with optical-
mechanical scanning, multielement (linear) receivers 
including in the TDI mode, and also the matrix receivers, 
which are carrying out frame survey of the underlying 
surface) allows one to meet the specified requirement 
at the acceptable weight dimension characteristics. The 
parameters of a “water” model specified above define 
a task as surveying the objects of small brightness. At 
the same time, the spectral density of radiance from the 
top layers of a cloudy surface on the border of the dense 
atmosphere can reach value of 660 W/m2×sr×µm (see 
Fig.  2). Therefore, the problem of creating a scanner 
operating in all dynamic range of the brightness scenes 
and providing necessary viewing angle and resolution, 
and also meeting the imposed metrological requirements 
regarding the signal-to-noise ratio (> 500 when surveying 
water areas), is very difficult.

The approach to the solution of the set task is in use 
of a high-speed low-format matrix CMOS-photodetector 
in combination with optical-mechanical scanning 
and accumulation of a digital signal. Use of a matrix 
photodetector of a bigger dimension is inexpedient for 
two reasons: first, in the chosen scanning scheme it is 
necessary to use the photodetector with a high frame rate 
(time for reading the whole matrix is ~ 1.92 ms), secondly, 
with increase in dimension of a photodetector geometrical 
distortions significantly grow when projecting the matrix 
on the Earth’s surface.

	 The schematic diagram of the multichannel 
device based on the principle of the optical-mechanical 
scanning using the matrix detector operating in the mode 
of a digital TDA (the time delay and integration mode of 
a signal), and scanning geometry are given in Fig. 1. The 
device has to make survey of a water surface with the 
resolution of 500 m at nadir at an altitude of 820 km in a 
swath 2800 km (a viewing angle is 110°).

As it is shown in the Figure above, the schematic 
diagram of the device under development includes a flat 
scanning mirror, lens, and matrix photodetector. The 
scanning mirror is one-sided and makes rotation in one 
direction during scanning with the subsequent reverse. 
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In the focal plane of the objective there is the matrix 
photodetector with dimensions 128×128, working at 
frequency of 520 frames/sec.

Fig. 2. The absolute spectral density of radiance of 
the water surface and overcast used by the SeaWiFS 

developers

The calculation results of the signal-to-noise ratio 
for the water surface are given in Table 2. It is clear that 
the matrix of photocells with dimensions 128×128 is 
capable to provide the necessary signal-to-noise ratio in 
the set spectral channels on condition of digital joining 
of readout. If this operation is carried out at ground 
processing, then information stream from a board is 
about 820 Mbps. Therefore, there is  need to reduce 
the information stream. To do this it is offered to put 
the signals received by various matrix photocells, an 
interpolation method in the signal processing unit (SPU), 
which is a part of the equipment [5].

The idea of signals integration is in dynamic 
display of the geometrical ratios taking place when 
scanning objects in a space of under surveying to the 
space of random access memory of the onboard signal 
processing device. Readout at the output of the joining 
algorithm is equivalent to the readout from a virtual line, 
geometrically corresponding to the first line of a matrix. 
Each set of readout from a virtual line is a superposition 
of the readout received in different time points from all 
lines of a matrix.

The problem of readout integration is that due to 
orbital movement of a spacecraft in the focal plane of the 
scanner objective the movement of the Earth’s surface 
image both in the direction of scanning and perpendicular 
to it is also taking place. The first, in principle, owning 
to a right choice of angular speed of optical-mechanical 
development can be coordinated with the frequency of 
matrix polling in such a way that during the matrix polling 
the image of the allocated object moves exactly to one 
pixel. As for the second, the image shift monotonously 
increases from the first matrix up to the last, at the same 
time movement speed depends on the angle of view in a 
difficult manner [6].

The principle of readout integration is that readout 
of the 1st, 2nd, …, and 128th lines of a photodetectors 
matrix are recorded in each column of a memory 
matrix the dimension 128×128 of the cells at the rate of 
frames frequency. Thus, in some timepoint the 1st line is 
recorded in the 1st column, 2nd is recorded in 128th, 3d is 
recorded in 127th, …, and 128th in 2nd. In the following 
interrogation cycle 1st is recorded in 2nd, 2nd is recorded 
in 1st, 3d is recorded in 128th, …, and 128th is recorded 
in 3d; and etc. At the same time readout from all lines 
except the 1st are multiplied by 2 weight coefficients 
(interpolation coefficient) and recorded in consecutive 
cells of the corresponding column of a matrix of memory 
(are summarized with contents of these cells). A “ready” 
counting is consistently read out from each column of a 
matrix of memory after being recorded with the counting 
from the last, 128th line of a matrix of photodetectors. 
Thus, the resultant counting represents the sum with 
scales 255 realization of single accumulation of an analog 
signal. In the course of the described algorithm (in real 
time) the following have to be calculated: a current shift 
as a function of a line number and the current angular 
position of an axis of sight, increment of a cell address 
as a whole part of shift and weight coefficients equal to 

 and , where d is a fractional part of shift.

Fig. 1. The schematic diagram of scanning of the 
underlying surface
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The calculation results of shifts of elements 
coordinates for several positions of an axis of sight 
concerning a nadir are in the following Figure (Fig. 3): .

The dependence shown in Fig.  4. with a good 
accuracy (an error no more than 0.6%) is approximated 
by a two-dimensional function – a linear one depending 
on a line number of a matrix photodetector (see Fig. 3) 
and a cubic one depending on the current position of the 

axis of sight (see Fig. 4). According to this function, in 
SPU there should be calculated the address shifts and 
interpolation coefficients. In Fig. 5 superposition of the 
1st and 24th lines of a matrix photodetector is shown. 

 The reduction of the information stream by 128 
times is result of work of the algorithm, as the signal 
at the SPU output is a convolution on 128 interpolated 
lines of a matrix. As a result of interpolation, the full 
optical transfer function (OTF) of the system worsens a 
little, since OTF of the virtual line received as a result of 
convolution operation coincides with OTF of a matrix 
line of photodetectors only at special speed ratios and the 
direction of the image movement in the focal plane and 
values of frame frequency of interrogation of a matrix. 

Table 2. The absolute spectral density of radiance Bl and the signal-to-noise ratio of a water surface model in the 
range of 0.4–0.9 µm

l, µm Вl, W/m2×sr× µm
Signal-to-noise ratio at  

single readout 

Signal-to-noise ratio at 
integration of signals received 

for 128 readout cycles 
0.410 95 86 945
0.440 78 81 887
0.490 60 75 821

               0.550                  36                   61      673
0.640 21 50 554
0.670 17 46 510
0.745 11 56 618
0.860 7 51 561

Fig. 3. Sizes of shifts for 4 provisions of an axis of sight 
regarding a nadir

Fig. 4. Dependence of shift on distance relative to a 
nadir for lines with numbers 32, 64, 96 and 128

Fig. 5. Elementary counting from the 1st pixel of the 24th 
line is joined with counting from the 1st and 2nd pixels of 
the 1st line with the corresponding weight coefficients
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In addition, using the linear approach in interpolation 
algorithm also brings some distortions. However, as the 
OPF parameters of a “lens – matrix photocell” system are 
not too high, the marked distortions are admissible. 

The described building scheme of the scanning 
equipment permits one to meet the modern metrological 
requirements imposed to the ERS equipment intended for 
determination of water areas chromaticity of the World 
Ocean. The developed interpolation algorithm makes it 
possible to reduce considerably the information stream 
from a spacecraft board without loss of radiometric 
resolution and with the minimum geometrical distortions.
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Abstract. According to the growth of modern computers performance, increase of random access memory and memory of disk 
drives, it is possible to use database management systems (DBMS) for solving the control tasks in complex systems. The article 
describes the control of a radio engineering complex including, for example, an antenna system, an irradiator control system, a 
receiver, etc. A control with the use of database tables under “Linter–VS” DBMS installed in OS MSVS is organized. Each device 
included into the radio engineering complex and also peripheral devices are certain “entities”. This entity can be represented 
in the database in the form of several tables. A table “commands” and table “states” must be present. Auxiliary tables related to 
a particular entity can be present. It is expected that the controller, located on the side of the controllable device, controls the 
entity, for example - the antenna system. It is shown that the controller communicates with a database by means of a proxy. The 
proxy connects a device interface with the controller and makes queries to database tables. The queries to the “commands” table 
are decoded into controller’s commands and transmitted through the device interface. Responses are made through it, which 
after decoding are transferred into the “states” table. Due to such commands and data transfer, the number of controllable and 
control entities is practically unlimited. They can be both local and remote. It is stressed that DBMS controls the registration of 
registered users in the database. Unregistered users are not served by DBMS.
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1. Summary data about OS MSVS, Linter–
VS and RS–485 interface

OS MSVS, based on GNU/Linux, is a multiuser 
multitask network operation system (OS). It functions 
on the hardware platforms Intel, SPARC (Elbrus-
90micro), IBM S390 and MIPS (Baget series complexes 
by Korund-M company), supports the multiprocessor 
configurations (SMP). It contains mandatory access 
control means, lists of access control and a role model.

Database management system (DBMS)  Linter–
VS  7.0 is for creation of information and operating 
systems for work with various information, and for 
creation and support of the databases based on the 
relational model of data. This DBMS is based on the 
“client-server” architecture. The technology gives real 
advantages for users and becomes the prevailing way for 
data processing.

RS-485 (Recommended Standard 485 or EIA/TIA-
485-A) is a recommended standard for data transmission 
on a two-wire half-duplex multipoint consecutive 
symmetric communication channel. The standard 
describes only physical levels of signaling (i.e. only 
the first level of an interrelation model of the open OSI 
systems). The standard does not describe a program 
exchange model and exchange protocols. RS-485 was 
created for expansion of physical capacities of the RS232 
interface on binary data transfer.

2. A general interaction scheme

A general scheme of the organization control is 
given in Fig. 1.

The main knot in the equipment control is the server 
of the remote database (DB). In tables of the DB, there 
are high-level control commands of the equipment, such 
as setting the equipment to specific operating modes in 
certain time. The commands are the records in the DB 
which contains columns with a number of an operating 
mode, time of its performance (time of starting the mode 
and time of finishing the mode) and variable data (exact 
values of frequency parameters, data on an azimuth, etc.). 
Also on this server there are tables of the data received 
from each equipment (including telemetry, digitized 
signals from receivers, etc.). An approximate table of 
high-level commands is provided in Table 1, and reply 
data are presented in Table 2.

Table 1. An approximate table of high-level commands

Mode number 
[OC]

Starting 
mode

Finishing 
mode Variable data

1 00:00 01:00 Null

2 08:45 09:45 188

… … … …

Giving the instructions for an operating mode 
in certain time is regulated by the operating program 
installed on the server, which, following the algorithm, 
gives the control server of the equipment definite lines 
with commands.

However, the server of the remote database is 
connected with the server of the equipment management not 
directly. Between them there is a real time communication 
server and autonomous control of the equipment, which 
can be a technological personal computer (PC). The 
mission of this server is in synchronization on operating 
time of the equipment and giving the commands to it. 
The autonomous control of the equipment in case of the 
refusal of the remote control equipment is possible via 
this server. Thus, two managing entities are generated: 
a remote control server and independent control server. 
The organization of an access to the control server of the 
equipment is arranged so that for it (server) there is no 
difference in the commands which are written down from 
the independent or remote control server – selection of 
the operating knot is made according to the commands of 
the diagnostic program, which interrogates operability of 
a communication channel with the remote database.

On the very control server of the equipment there are 
sets of entities – the programs that are terminal automatic 
control machines which give commands to the equipment 
controllers, thereby carrying out a final part of a control 
algorithm.

On the control server of the equipment there is also 
a DB, where values of the table of high-level commands 
are duplicated. These values are analyzed by the program 
– a finite-state automatic control machine for definition 
of performance of the mode and time when it should be 
carried out.
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Commands to the controllers are in tables – 
“dictionaries” of the database, which is on the same PC 
(the control server of the equipment), which exercises 
control. The table containing commands to controllers 
(low-level commands) has also columns with numbers, 
the sequence of which (from 1 to n) presents a linear 
algorithm of performance of these low-level commands 
to the controller. The finite-state automatic control 
machine correlates the columns to numbers of the modes 
with the corresponding lines from the table of high-level 
commands. The program, changing according to the set 
algorithm of commands from the tables of low-level 
commands, carries out set-up of variable values. The 
example of low-level commands is given in Table 3. 

Table 3. Tables of low-level commands

Number 
[OC]

Command
Command 
response

Mode 
1

Mode 
2

Response 
mode

1 009EA0 009EA1 null 2 1

2 100000 100001 1 1 null

As a result of fulfilment of every high-level 
command, each entity will give the response information 
in the form of the DB table (telemetry, digitized signals 
from receivers, sign of performance/not performance and 
so on). These results can be immediately transferred to 
the DB of the remote server (Table 3).

The operating machine (the control server of the 
equipment) via RS-485 interfaces in the half-duplex mode 
will exercise terminal control. The UART controller of 
the device exercises control of the reception-transmission 
mode automatically, which is a physical port RS-485.

3. A relations structure of the entities to 
the database of the control server of the 
equipment

An access to the data being contained and appearing 
in the database of the control server is carried out through 
the authorized connection of an entity according to the 

unique login and the password (a so-called global role). 
Authorization is a set of rather strict rights, therefore 
there are group roles for their variation (for example, one 
entity can only read data of the certain table, other entity 
can read, write and delete data). Each such group role 
has one corresponding global role. Differentiation of the 
rights is shown in Fig. 2. 

4. Advantages and disadvantages of the 
method of equipment control

Advantages:
1. Using OS MSVS solves a problem of unauthorized 

data control due to the organization of the mandatory 
access both on a certain machine and on a complex in 
general. This is the key moment for radio engineering 
complexes as at obviously incorrect control of the 
equipment the probability of its refusal is possible.

2. Using DBMS Linter–VS 7.0 supplements a 
protection system from an unauthorized access as it has a 
pam (a method of authorization). This method authorizes 
the user of DBMS only if this user is registered in the 
system on the same machine.

3. One of the methods of the organization of data 
exchange via input-output devices, which is implemented 
in systems of GNU/Linux architecture (which MSVS 
OS is), is a so-called teletype (TTY). The teletype is 
the terminal in the form of the file for standard input. 
It significantly simplifies transfer and reception of data 
from any devices at a low level (just at the control level 
of controllers).

4. The RS-485 interface exchange allows one to 
exchange data at distance to 1200 meters that is advantage 
if the equipment is removed from the place of control 
(high ramps, removal of the equipment for the topological 
reasons, large-size antennas, etc.). Besides, this protocol 
supports small exchange speeds (for example, 9600 
bauds) that promotes information transfer with minimum 
losses. The speed of 9600 bauds is sufficient for control 
of the equipment because low-level commands, as a rule, 
have the size of no more than 100 bytes (as well as the 
reciprocal parts containing semantic loading).

Table 2. An approximate table of response commands
Number  [OC] Good condition Good condition 2 Result 1 Result 2 Result 3 Performed

1 Yes Yes 443 98 10 No

… … … … … …
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Disadvantages:
-	 the path of each command is in four stages: 

Equipment – Server of equipment control – Server of 
autonomous equipment control – Server of the remote 
database (Fig. 3).

-     it is quite probable that such quantity of stages 
reduces system reliability from failures. However, the 
problem is not very essential, as methods and control 
algorithms of control load very little modern computer 
means on which the system of automated control is built.

5. Conclusion

This architecture of automated control systems for 
the radio engineering equipment (and difficult radio 
engineering complexes) is universal, as has no strict 

binding to certain types of the equipment and a variety 
of the tasks facing a complex. In fact, the system is a 
system of finite-state automatic control machines and can 
be easily finished to the level of valve matrixes (instead 
of the whole PC) that minimizes the system dimensions 
and will also increase their reliability.
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This article gives a comparative analysis of ana-
log and digital methods of phasing of signals from four 
antennas of the B-529 system, mounted on a common 
frame and forming a phased array antenna (see Fig. 1).

Fig. 1. B-529 array antenna

The schematic diagram of a phased B-529 array an-
tenna is presented in Fig. 2.

Fig. 2. Schematic diagram of B-529 array antenna

Comparison of the analog and digital methods of 
processing and phasing of signals from the four antennas 
of the B-529 system will be conducted under the same 
conditions, with low-noise amplifiers installed directly 
on the feed elements of the antennas. Losses in the cables, 
connected to the hybrid rings from 1 dB in the VHF band 
up to 2-2.4 dB in the higher UHF band can be neglected.

As seen in Figure 2, the top antenna will be referred 
to as A1, the bottom one as A2, the left one as A3 and the 
right one as A4; Ψ is the azimuth, ΦSC is the elevation 

angle to the direction of the spacecraft, ΔΨ is the azimuth 
deviation, ΔΦ is the deviation of the elevation angle from 
the direction of the SC. During the analysis it is assumed 
that the array phase center of B-529 is located at the in-
tersection of the lines connecting the phase centers of A1 
– A2 and A3 – A4 antennas. 

Figure 3 shows the geometric model for calculation 
of phase incursions in A1 – A4 antennas in relation to the 
array phase center, occurring when the radiation pattern 
axis of the antenna declines from the direction of the SC 
by ΔΨ in azimuth and by ΔΦ in elevation. 

Fig. 3. Geometric model of the B-529 array antenna

The path length difference from the SC to the ΔRi0 
antenna in relation to the array phase center equals the 
length of projection of the phase center vector of the an-
tenna on the SC directivity vector and is calculated by 
the formula for angles between the vectors through di-
rectional cosines: 

ΔRi0 = Li0·[cos(aАi)·cos(αSC) + cos(bАi)·cos(βSC) + 
cos(gАi)·cos(γSC)]				           (1)

Here Li0 is the distance from the array phase center 
to the phase center of the antenna Ai. With antenna diam-
eter D = 6 m, Li0 = 			 

The directional cosine angles in the direction of the 
SC and the A1 – A4 antennas are determined by the sim-
ple formulas:

cos(αSC) = cos(ΦSC)·sin(ΨSC); cos(βSC) = 
cos(ΦSC)·cos(ΨSC); cos(γSC) = sin(ΦSC);	        (2)

cos(aA1) = – sin(ΦRP)·sin(ΨRP);cos(bA1) = – 
sin(ΦRP)·cos(ΨRP); cos(gA1) = cos(ΦRP);	        (3)

А1

А2

А3 А4
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cos(aА2) = sin(ΦRP)·sin(ΨRP);cos(bА2) = 

sin(ΦRP)·cos(ΨRP); cos(gA2) = – cos(ΦRP); 	        (4)

cos(aА3) = cos(ΨRP);cos(bA1) = 				  

= – sin(ΨRP); cos(gA4) = 0; 			          (5)

cos(aA4) = – cos(ΨRP);cos(bA1) =  			 

= sin(ΨRP); cos(gA4) = 0;			          (6)

ΦRP = ΦSC + ΔΦ;	 ΨRP= ΨSC + ΔΨ;		        (7)

The path length difference ΔRij and propagation time 
ΔTij of the beams between the antennas Аi and Аj, i,j = 
1 - 4, i ≠ j is given by:

ΔRij =ΔRi0 – ΔRi0				             (8)
ΔTij = ΔRij/c,					              (9)

where c is the speed of light.
The phase shift between the signals of the Ai and Aj 

antennas on the carrier frequency  is given by:
					   

				          (10)

The acquisition of the sum and difference signals 
from the vertical and horizontal antennas of the B-529 
array in each of the operating bands M1, M2, D1, D2, D4 
is performed on the circuit of hybrid ring couplers [3, pp. 
94 – 95], that are essentially a coil of coaxial transmis-
sion line cable, 3λ/2 long with four ports each placed one 
quarter wavelength away from each other, as shown in 
Figure 4. When the port 2 is exited, waves travel in both 
directions through the ring, at the ports 3 and 1 the signal 
is in phase, and at the port 4 it is in anti-phase. Thus, the 
signal power is split equally between the ports 1 and 3, 
and the port 4 is isolated [3, p. 95].	

Fig. 4. A hybrid ring on a coaxial cable line

When the port 4 is exited, the waves traveling in 
both directions through the ring are also in phase at the 
ports 3 and in anti-phase at the port 2. Therefore, in this 
case the signal power is split equally between the ports 
1 and 3, and the port 2 is isolated. When the ports 2 and 
4 are excited simultaneously with an in-phase signal, the 
waves at the port 3 coming from the ports 2 and 4 are in 
phase and summarized in amplitude, while the waves at 
port 1 are in anti-phase and subtracted amplitude.

With the equal power and an amplitude of RPs2
for each of the in-phase signals at the ports 2 and 4, the 
port 3 receives in-phase signals and the port 1 receives 
counterphase signals with a power of Ps/2 and an am-
plitude of RPs . Here R is the loading impedance, 
matched with the iterative impedance of the line. At the 
port 3 the incoming signals combine and have an ampli-
tude of sRP  and a resulting power of 2Pс, and at the 
port 1 the signals annihilate and their resulting power is 
0. Therefore, the power of the signal at the port 3 equals 
the sum power of the in-phase signals, fed into the ports 
2 and 4. The sum and differential waveform generation 
in the B-529 antenna array is based on this feature of the 
hybrid ring.

The noise power Pn of the input ports 2 and 4 is di-
vided equally between the ports 1 and 3, and since the 
noise signals are independent, they are summed in power 
at the ports 2 and 4. Therefore, the noise signals with a 
power of Pn from the ports 2 and 4 give a noise signal of 
a singular power Pn at the ports 3 and 1.

	 This results in the doubling of the noise-to-signal 
ratio when in-phase signals are summed on the hybrid 
ring: Ps3/Pn3=2(Ps/Pn).

The schematic diagram of the analogue forming of 
sum and difference signals of plane-linear polarization 
individually for the vertical and horizontal polarization 
from the B-529 antenna array is shown in Figure 5. The 
diagram features two stages of signal combining with in-
phase signals being combined on both stages. Therefore, 
the signal to noise ratio is doubled on each stage with the 
resulting signal to noise ratio of 4(Ps/Pn).

It is assumed that after forming of the sum and dif-
ference signals at the hybrid rings, the further signal pro-
cessing is performed on modern digital receivers. Since 
the power of the thermal noise is given by the formula:

 					   
				           (11)1

2

3

4

3λ
/4

λ/
4

λ/
4

λ/
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where k is the Bolzmann constant, t° is LNA front 
end noise temperature, ΔF is LNA band, the bandwidth 
filter (BWF) is the key factor in determining the signal to 
noise ratio after the IF amplifier, after which she signal-
to-noise ratio equals 

 					   
				          (12)

where ΔFIFA is the bandwidth of the BWF after the 
IFA. When comparing the analog and the digital methods 
of summing of the signals from the B-529 antenna ar-
ray, the signal ratios are the relevant factor, therefore the 
propagation ratio at the receive path can be assumed to 
be equal to 1.

The schematic diagram in Figure 6 shows the digital 
process of signal combining.

Using the digital signal processing method suggests 
having 8 independent signal channels with vertical and 
horizontal polarization from each of the four antennas of 
the B-529. Each of the channels consists of a high-fre-
quency line, an intermediate frequency amplifier (IFA), a 
band-pass filter (BPF) and an analog to digital converter 
(ADC).

The digitized signals are fed to the programmable 
logic device (PLD), which processes them. The signals 
from the four antennas directed on the object, are as be-

fore phased by adjusting the length of the cable from the 
LNA to the HFL, identical to the analog processing. The 
hybrid rings are removed from the scheme. Their func-
tions of forming of the sum and difference signals are 
performed by the PLD. 

 In this case, when the antenna is directed at the 
object, in-phase signals for the same polarization (ver-
tical and horizontal) are fed into the ADC. In the PLD 
the signals with the same polarization are summed by 
amplitude. With a signal power of Ps and an amplitude 
of s2RP the amplitude of the resulting signal will be 
equal s24 RP  and the power will be 16Ps. The noise 
signals are summed by power, therefore, with a noise 
power in one of the channels of Ps at the LNA input, the 
noise power at the output of the band-pass filter of the 
IFA it will equal Ps(ΔFIFA/ΔFLFA), and after summing of 
the four signals it becomes 4Ps(ΔFIFA/ΔFLFA). Therefore, 
the signal-to-noise ratio for the linear polarization after 
the summing of the signals from the four antennas equals

					   
			    	       (13)

 
From (2) and (3) it is apparent that with the antenna 

array perfectly directed on the source of the signal will 
have equal signal-to-noise ratio for both digital and ana-
log processing: 

Fig. 5. Schematic diagram of the analogue forming and digital reception of sum and difference signals of plane-
linear polarization from the B-529 antenna array
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				          (14)

Since the total antenna area of the four 6-meter dish 
antennas of the B-529 system is equal to the total area of 
the 12-meter TNA-57 antenna, the sum data signal range 
of the properly phased B-527 antenna array should be 
commeasurable with the range of the TNA-57 antenna.

Let us compare the characteristics of the analog and 
digital autotracking of the B-529 antenna array. It is im-
perative to consider here an example of an inaccurate an-
tenna array positioning on the source of the radio signal.

If the signal power of a single antenna of the antenna 
array perfectly directed on a spacecraft is Ps, then the sig-
nal power from a signal antenna at the difference output 
port of the hybrid ring is Ps/2 with an amplitude of 

						             (15)

	 The amplitude of a signal from a single antenna, 
deviated by Θ angle, equals 

UmΘ=Um·F(Θ),					            (16)

where F(Θ) is the normalized pattern of a single par-
abolic antenna of the B-529 antenna array, which for the 
estimated calculations can be approximated as

F(Θ) = exp[-a·(Θ/Θ0.5)
2]				           (17)

	
Here Θ0.5 is half the width of the radiation pattern at 

0.5 of the signal power and 0.707 of the signal amplitude 
and a = 0,346574.

	 With simultaneous deviation from the direction 
to the object by ΔΨ angle in elevation and by ΔΦ angle 
in azimuth the resulting deviation angle Θ is calculated 
from the relation for the angle between the vector of the 
radiation pattern and the vetor of the direction to the SC:
cosΘ = cos(αRP)·cos(αSC) + cos(βRP)·cos(βSC) + 

+cos(γRP)·cos(γSC),				         (18)

where, in accordance with (2) and (7):

cos(αRP) = cos(ΦSC + ΔΦ)·sin(ΨSC + ΔΨ); 	      (19)
cos(βRP) = cos(ΦSC + ΔΦ)·cos(ΨSC + ΔΨ);	      (20)
cos(γRP) = sin(ΦSC + ΔΦ);			        (21)

Hence, 

Θ = arccos(cosΘ)				           (22)

With the deviation of the axis of the phased antenna 
array from the direction to the SC, a phase shift Δφij oc-
curs between the signals received by the antennas Ai and 
Aj. The phase shift is computed using the formulas (1) 
to (10). 

Fig. 6. Schematic diagram of digital signal processing RTS-9
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The vector diagram for the difference signal of the 
antennas is presented on Fig. 7.

Fig. 7. The vector diagram for the difference signal 
of the antennas

	
When the antenna array is deviated from the object 

by ΔΨ in tilt, and by ΔΦ in azimuth, with the Ai and Aj 
antenna signals shifted in phase by Δφij, the modulus of 
the amplitude of the difference signal UΔφij in accor-
dance with the vector diagram in Fig. 9 is calculated by 
the obvious formula:

	

	

Whence
							     

 (23)

The power of the difference signal of the Ai and Aj 
antennas after the analog subtraction, taking (15) and 
(16) into account, equals:

						    
	

 (24)

As mentioned before, the noise with a power of Pn 
from each of the two single antennas at the sum and dif-
ference output ports of the hybrid ring, add up to a single 
power of Pn. Therefore, the signal-to-noise power ratio 
for the difference signals from the Ai and Aj antennas 
deviated from the direction to the SC is calculated by the 
formula:

							     
(25)

After the BPF of the IFA, the signal-to-noise power 
ratio for the difference signals from the Ai and Aj anten-
nas deviated from the direction to the SC becomes equal 
to:

				  

(26)

Whence, the normalized values for the signal-to-
noise ratio of the difference signal in relation to the sig-
nal-to-noise ratio of the signal from a single antenna after 
the BPF of the IFA with the analog subtraction:

				  

(27)

With the digital forming of the difference signal the 
signal-to-noise ratio, that equals Ps/Pn, remains the same 
up to the BPF of the IFA, and after the filter it equals (Ps/
Pn)(ΔFLNA/ΔFIFA). With the digital subtraction the noise 
are summed by power, but, unlike with the hybrid bridge, 
the power of the signal isn’t divided in two, therefore, 
instead of (15) we have: 

Uс= RPs2 			   (28)

Whence 
					   

				    (29)

The amplitude of the signal of a single antenna with 
the antenna array declined by Θ degrees equals

UsΘ=Us·F(Θ),				    (30)

By analogy with (16), (23) and (24) with regard of 
(28) – (30) with the digital signal processing method, be-
fore the BPF, a difference signal with twice the power is 
received: 

					   
				     (31)

∆φij

UмΘ

UмΘ

u∆φij

0

ωн

UмΘ sin∆φij

UмΘ (1 - cos∆φij) 
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However, the noise will also double in power. As a 
result, the same normalized values of signal-to-noise ra-
tio of the difference signal are received, as compared to 
the signal-to-noise ratio of a single antenna signal after 
the BPF of the IFA, processed with the analog method:

					     (32)
	

Therefore, the direct conversion of the method of 
difference signal forming from analog to digital process-
ing will not improve the signal-to-noise ratio in the hy-
pothetical case of a perfect analog processing. However, 

aside from being implemented with the perfect character-
istics of the methods used for analog phasing, the digital 
processing enables new possibilities for the improvement 
of the signal-to noise ratio while forming a difference 
signal.

	 It is suggested that the forming of the difference 
guidance signal should be implemented for the sum sig-
nal from all of the four antennas of the B-529. For this 
purpose, it is suggested that the beam of the antenna ar-
ray is oscillated horizontally and vertically and the differ-
ence signals of the combined beam of the array between 
the corresponding deviated positions are calculated. In 
other words, the beam central line is used. The schematic 
diagram of the suggested technical realization is present-
ed in Figure 8.

Fig. 8. Schematic diagram of digital signal processing of one of the four RTS-9 antennas for the difference auto-
tracking of the sum signals.

Fig. 9. Vector diagram for digital forming a sum signal of the vertical and horizontal rows of a deviated antenna 
array
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This figure demonstrates the line of devices for a 
single antenna only. The schemes of the signal process-
ing for the other 3 antennas are identical. Here, in addi-
tion to the ADC for the forming of the signal with verti-
cal and horizontal polarization without a phase shift, two 
additional ADC are introduced to form a signal leading 
and lagging in phase by a certain angle µ, the selection 
of which will be discussed later. When the antenna is de-
viated from the direction to the object, alongside with 
the difference signals, upon which the principle of auto-
tracking is based, being generated, there occurs a reduc-
tion in the power of the sum signal. The vector diagram 
for digital forming a sum signal of the vertical and hori-
zontal rows of a deviated B-529 antenna array are pre-
sented in Figure 9. 

The vector diagram in the Fig. 9 considers that in ac-
cordance with (1)–(10) the phase shifts of the signals of 
the A1 and A2 antennas related to the phase array center 
are equal in modulus and opposite in sign. The same is 
correct to the phase shifts in relation to the phase center 
of the antennas A3 and A4. This means that the pairwise 
sums of the signals from the A1, A2 antennas and A3, A4 
antennas have the same phase, equal to the phase of the 
sum signal of all four antennas with any deviation of the 
radiation pattern axis from the direction to the spacecraft.

According to Figure 9, the amplitude of the digital 
sum signal is given by:

						      (33)

The resulting power of the vertical and horizontal 
array rows:

					     (34)

Since with the digital signal processing the noise 
in the four lines are independent, they are summed by 
power, after the BPF IFA:

							     
		  (35)

Hence the signal-to-noise ratio after the BPF IFA:

				  

(36)

its normalized value related to the signal-to-noise 
ratio for the signal from a single antenna after the BPF 
IFA equals: 

			 

(37)

Now let us evaluate the potential possibilities of the 
digital processing while forming a difference auto-track-
ing signal by the equisignal zone method based on the 
sum signal from all four antennas.

Let us examine the forming of the difference signal 
with the beam electronically declined in vertical direc-
tion. First, let us discuss the situation when the axis of 
the radiation pattern is deviated from the direction to the 
SC by ΔΨ in azimuth and by ΔΦ in elevation, presented 
on Figure 10.

In this situation the A1 and A3 antennas are extend-
ed towards the source of the signal. In other words, the 
B-529 is vertically declined towards the reduction of the 
elevation by ΔΦ angle, and horizontally by ΔΨ angle to-
wards the increased azimuth angle.

Now we shall deflect the sum beam vertically to-
wards the increasing elevation, introducing latency for 
the signal from the A1 antenna by the phase angle μ and 
lead for the signal from the A2 antenna by the same phase 
angle μ. This leads to some amount of compensation of 
the original declination of the antenna array towards the 
reduced elevation and the increase in the amplitude of the 
sum signal, as shown in Figure 10.

Now we shall decline the sum beam vertically to-
wards the reducing elevation introducing the lead for the 
signal from the A1 antenna by the same phase angle μ 
and the lag for the A2 antenna by still the same phase 
angle μ. This leads to a greater deviation of the antenna 
array towards the reducing elevation in addition to the 
ΔΦ angle, and to even greater reduction of the amplitude 
of the sum signal. 
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Now we shall subtract the second sum signal from 
the first one to acquire the difference signal for the com-
pensation of deviation of the antenna signal from the ver-
tical direction to the object. 

According to Fig. 10:

		  (38)
		

(39)
			 

(40)

The difference signal of the vertical guidance de-
pends only on the sum signal of the two antennas of the 
vertical row. Therefore, in order to prevent the accumu-
lation of additional noise from the orthogonal row of the 
array, when forming the vertical auto-tracking difference 
signal, it is advisable to use the sum signal only from the 
vertical antennas, and from the horizontal ones for the 
horizontal auto-tracking.

Figure 11 shows the procedure of forming of the dif-
ference vertical guidance signal with the antenna array 
declined towards the increasing elevation. The difference 
signal in this case is given by Formula (40), but it chang-
es its sign to the opposite, since the angle of deviation ΔΦ 

changes its sign to the opposite, and, consequently, the 
phase shift Δφv changes its sign.

Fig. 11. Forming of the difference signal by the sum 
signal from the vertical row of the array with vertical 

deviation towards the increasing elevation. 

Figure 12 shows, that without any vertical deviation 
of the antenna array, the difference signal equals 0 with 
any oscillating angle μ. Now let us evaluate the signal-
to-noise ratio for the difference signal by the sum signal 
of the vertical row of the antenna array by the equisignal 
zone method.

From (40) the formula for the power of the differ-
ence signal by the sum signal of the vertical row of the 
array is deduced:

				    (41)

Fig. 10. Forming of the difference signal by the sum signal of the vertical row of the antenna array with a vertical 
deviation towards the reducing elevation. 
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Figure 12. Forming of a zero difference signal by the 
sum signal of the vertical row of the array without verti-

cal deviation – equisignal zone.

Since the noise from the LNA for the each of the 
“vertical” antennas twice independently affects the form-
ing of the difference signal (when combining and sub-
tracting), the total power of the noise after the BPF IFA 
equals: 

							     
		  (42)

From (41) аnd (42) the formula for the signal-to-
noise ratio when forming the difference signal by the 
sum signal of the vertical row of the antennas by the eq-
uisignal zone method is derived:

			   (43)

Whence, the normalized value of the signal-to-noise 
ratio of the difference signal by the sum signal of the 
vertical row of the antenna array by the equisignal zone 
method, in relation to the signal-to-noise ratio of the in-
put signal of a single antenna after the BPF IFA equals: 

			 

(44)

	 The signal-to-noise ratio for the difference auto-
tracking signals processed with digital and analog equi-
signal method is deduced by dividing (44) by (27):

			 

(45)

Obviously, this equation attains a maximum at = 2 
with μ=π/2 and sinμ=1.

Hence, with the deviation angle μ=π/2, the signal-
to-noise ratio is two times higher when using the equi-
signal digital method as compared to the original analog 
method of acquisition of the difference auto-tracking sig-
nal on the hybrid ring couplers. This is correct providing 
two vertical and two horizontal antennas are used to form 
the difference signal. The downside is that three times as 
many ADC is required (24 rather than 8).

Notably, the design of the B-529 antenna array al-
lows it to rotate the guidance axis by 45° and use the 
guidance method forming the sum and difference signals 
following the (A1 + A3) – (A4 + A2) scheme when the 
axis is declined by + 45° and the (А1+А4) – (А3+А2) ) 
scheme when the axis is declined by – 45° (see Fig. 2). 

	 Before we discuss this “diagonal” tracking meth-
od, it is important to note that according to (1) – (10) 
since the B-529 antenna array is symmetrical, the phase 
shifts are equal: 

Δφ13 = Δφ42 and Δφ14 = Δφ32			   (46)
	
Using the same method, as before, it is not hard to 

show that the normalized values of signal-to-noise ratio 
for the sum-difference signal (А1+А3)-(А4+А2) with 
analog processing in relation to the signal-to-noise-ratio 
of the signal from a single antenna after the BPF IFA 
when subtracted by the analog method:

		  (47)

With digital processing after BPF IFA the normal-
ized signal-to-noise ratio is the same: 
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(48)

	 Therefore, the digital signal processing method 
makes the perfect position control of a phased antenna 
array possible.

	 It is of interest to compare the signal-to-noise ra-
tio (47) when guiding by the sum-difference signal from 
all four antennas to the signal-to-noise ratio (44) when 
guiding by the equisignal method for two antennas with 
an oscillating angle μ = π/2:

				    (49)

The numerator attains a maximum 1 at Δφ12 = ±π. 
The denominator attains a maximum at Δφ13 =0 or 2π 
и Δφ14= ± π, i.e. when there is no deviation along the 
A1-A3 antennas. Since the signal-to-noise ratio for the 
equisignal method for two antennas does not depend 
on the lateral deviation of the radiation pattern, and the 
signal-to-noise ratio for the sum-difference method from 
all four antennas of the array decreases with a lateral de-
viation of the pattern, then with identical angular devia-
tion, the signal-to-noise ratio of the equisignal method is 
never lower than of the sum-difference signal from all 
four antennas. 

Furthermore, a modification of the equisignal meth-
od for all four antennas is possible, that will double the 
signal-to-noise ratio than the sum-difference tracking 
method. The essence of the modification is to scan the 
radiation pattern of the array by a certain ν angle in both 
directions with a ± 45° inclination and extract the differ-
ence signal.

By the same method, it can be shown that the nor-
malized signal-to-noise ratio of the difference signal 
from the four antennas by the equisignal method after the 
BPF IFA is given by:

(50)

By dividing (67) by (47) let us compare the nor-
malized signal-to-noise ratios for the difference signal 
(А1+А3) – (А4+А2) and the difference signal from the 
four antennas by the equisignal method:

						    

						      (51)

This expression, obviously, attains a maximum 2 at 
ν =π/2, with sinν=1. Hence, by selecting the declination 
angle ν =π/2, the signal-to-noise ratio of the equisignal 
digital method can be doubled in power, as compared 
to the original analog hybrid ring coupler auto-tracking 
method. 

	 The results received are illustrated by the plots 
in Figures 13 – 21, showing the signal-to-noise ratios of 
the sum and difference signals for the analog and digital 
processing at a carrier frequency of 150 MHz at different 
sections of the radiation pattern.

Figures 13 – 16 feature the plots of signal-to-noise 
ratio against deviations in elevation and azimuth that il-
lustrate the influence of the elevation angle of the target 
on the deviation in azimuth. With target elevation angles 
close to zenith, the azimuth antenna guidance is lost with 
any tracking method. This does not occur when error-
based tracking in mutually perpendicular directions at an 
angle of 45° is employed, as shown in figures 17 – 20.  
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Fig. 13.  Elevation error. Does not depend on azimuth or elevation.

Fig. 14.  Azimuth error. 10° elevation.
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Fig. 16.  Azimuth error. 85° elevation.

Fig. 15. Azimuth error. 75° elevation.
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Fig. 18.  Direction error for the A1-A3 antennas. 10° elevation.

Fig. 17.  Direction error for the A1-A4 antennas. 10° elevation. Does not depend on azimuth.
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Fig. 20.  Direction error for the А1-А3. 89° elevation.

Fig. 19.  Direction error for the А1-А4 antennas. 89° elevation. 
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As seen in Figures 19 – 20, the guidance by the differ-
ence signals in mutually perpendicular directions at an 
angle of 45° is not lost even in zenith, besides, the signal-
to-noise ratio of the difference signal from all four anten-
nas by the method of the equisignal zone is twice as high 
as the signal-to-noise ratio of the difference signal of the 
pairs of antennas angled at 45°, i.e. (А1+А3) – (А4+А2) 
and (А1+А4) – (А3+А2) signals. The downside is the 
complicated processing and angle control for the intro-
duced phase shifts during the analog-to-digital conver-
sion, since the phase shift by 90° when scanning the sum 
beam at 45° is determined by the phase shifts in azimuth 
and elevation, and those phase shifts consequently de-
pend on the elevation of the target.

Fig. 21.  Errors on the analog-to-digital converter in azi-
muth and elevation when scanning the radiation pattern 

by ± 90° at 45° angle.

Conclusion

1. Digital processing provides the same signal-to-
noise ratio as an ideal analog processing, i.e. digital radio 
signal processing allows for perfect guidance of a phased 
antenna array for the information transmission sum sig-
nal from four antennas of the B-529 system.

2. For the difference signal, the equisignal auto-
tracking method with digital processing when applied 
properly, can give a gain in the signal-to-noise power by 
2 times compared the analog method in ideal conditions, 
thus increasing the range of the spacecraft-ground radio 
link in  times.
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Introduction 

According to the project of Russian federal space 
program for the 2016-2025 period, it is planned to sub-
stantially expand the composition of the orbital groups 
of spacecraft of scientific and socioeconomic purposes 
and measurements, to carry out a number of principally 
new space projects, including interplanetary, to broaden 
the international space cooperation. The solution of these 
tasks will require significant development of the existing 
ground-based automated control complex for spacecraft 
of scientific and socioeconomic purposes and measure-
ments (GBACC SC SSPM). 

To meet this challenge it is possible to use either ex-
tensive or intensive approach to GBACC SSPM develop-
ment. Solely extensive development, such as increasing 
the number of ground facilities, cannot meet the require-
ments for a modern spacecraft control complexes, it is 
imperative to search for ways of intensive development 
based on the introduction of advanced spacecraft and 
measurements control technologies.

Presently, a number of trends to improve satellite 
control processes that significantly affect architecture of 
the future GBACC SSPM is being developed and imple-
mented. The most important ones are: 

the use of consumer navigation equipment [1];
development of information-telemetric support [1];
utilization of relay technologies:
- using relay satellites (RS) in geostationary  

orbits [1,3];
- using RS in low orbits [2,4,5];
the use of network control technologies [3,4,5];
integration of data transmission channels [4].
A detailed examination of these trends is the sub-

ject of the research into the design of spacecraft control 
systems, this article will examine the implementation of 
these particular trends and their influence on the architec-
ture of future GBACC SC SSPM.

1. The use of consumer navigation equip-
ment

Ballistic and navigational spacecraft flight support 
includes measurement of current navigational parameters 
(MCNP) of the spacecraft’s movement. Currently, the 
main BNS technology is the direct MCNP from ground 
stations. The advantage of the ground-based measure-
ments are their maturity, simplicity, and reliability. The 

drawback is a heavy workload of ground facilities. Thus, 
the Resource ERS satellites requires 6-7 daily MCNP 
sessions with geographically dispersed control and mea-
surement stations on 2-3 adjacent circuits, that is 50-60% 
of the total number of communication sessions with the 
spacecraft on the daily interval.  The use of consumer 
navigational equipment (CNE) significantly reduces the 
number of communication sessions and reduces the re-
quirements for the number of control facilities and their 
spatial layout.

Using radio-navigation field of fully-deployed 
GLONASS system allows globally and continuously de-
termine the position of the spacecraft in orbit on altitudes 
from 200 to 2000 km, with critical errors of up to of tens 
of meters and using cm/s units for the components of the 
velocity vector, which limits the application of the CNE 
in the spacecraft in highly elliptical orbits, geostationary 
orbit, during a flight to the Moon, as well as in upper 
stage rockets, when delivering a spacecraft to the geosta-
tionary orbit. 

The navigation support of spacecraft in orbits of over 
2000 km can be performed by discrete radio navigational 
field. Space-time discretization of a radio navigation field 
is caused by determinancy of antenna patterns of navi-
gational satellites, as well as the impossibility of radio 
emission into the upper hemisphere, and radio shadow 
due to the screening effect of the Earth.

Under these conditions, for SC on elliptical orbits 
with a perigee under 200 km and apogee over 2000 km, 
it is advisable to use a technology that combines the de-
termination of spacecraft movement parameters based on 
individual of the radio navigational field during the peri-
gee phase with the prediction of movement parameters 
during the apogee phase of the flight, followed by a re-
finement of movement parameters based on the discrete 
radio navigational field, that can be generated by even 
one navigation satellite.

For the particularly precise work, requiring knowl-
edge of the center of mass of the consumer spacecraft 
with margin of error of several meters (for example, 
when docking, carrying out scientific experiments, etc.), 
the differential method of navigation can be used.

The widespread use of GLONASS / GPS navigation 
systems will provide significant economic benefits, since 
even a significant increase in the number of satellites in 
a constellation and increased requirements for accuracy 
and timeliness of orbit determination, does not require 
more ground-based measuring devices, reducing the 
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number of measurement sessions of current navigation 
parameters and the volume of measurement information 
in spacecraft computer.

Thus, the analysis of technical system features of 
navigational and ballistic support of advanced satel-
lites allows us to conclude that in the near-term outlook 
ground-based automated control complexes will em-
ploy a combined NBS technology that will utilize both 
GLONASS / GPS signals and ground-based MCNP. The 
use of ground-based facilities, primarily, will be neces-
sary for the spacecraft, flying on highly ecliptic, geo-
stationary, lunar and interplanetary orbits, as well as for 
upper-stage rockets.

To further expand the scope of consumer naviga-
tion equipment on board of a spacecraft it is necessary 
to further develop the theory of navigation definitions in 
discontinuous field.

2. Improving information-telemetric  
support

Currently, large amounts of telemetry data are one of 
the main factors that increase the load of ground-based 
radio equipment, communications equipment, and ulti-
mately MSRS. The introduction of advanced methods 
of information-telemetric support of spacecraft will in-
crease the capacity of ground-based automated control 
complexes for spacecraft of scientific and socioeconomic 
purposes and measurements.

ITS technology is currently being implemented by 
using the primary mode of telemetry, involving the trans-
fer of complete telemetry data streams from spacecraft 
through a standalone radio channel or CIS channel, as 
well as the use of generic control information transmitted 
through the CIS channel.

The basis for further development is the introduction 
of new antenna systems, compression of telemetric data, 
processing of telemetric data on board of a SC, the use of 
packet telemetry.

The basis of modern technologies to reduce the re-
dundancy of transmitted messages is comprised of algo-
rithms of syntactic and semantic compression of telemet-
ric data. 

Syntax compression involves increasing the amount 
of information carried by each transmitted character of 
telemetric data. It is based on unconventional presen-
tation of data telemetry as their images that reduce the 
structural redundancy of telemetric data. Semantic com-

pression reduces the temporal redundancy of transmitted 
data. It is based on aperture methods of reducing of tele-
metric data redundancy, associated with the establish-
ment of thresholds, which need to be reached for data to 
be considered a significant result of telemetry, and, there-
fore, transmitted.

Combining different compression methods in con-
junction with computing and algorithms for reverse re-
covery of telemetry, which are represented in finite fields, 
it is one of the approaches to the construction and im-
provement of advanced on-board telemetry systems.

Compression of telemetric data allows to reduce the 
amount of information transmitted by 5-10 times and to 
increase by 5-6 dB the equivalent power of the radio link. 
This means that the required reception reliability will be 
provided with a decrease in the requirements to the ef-
fective surface of the antenna systems by 8-10 times, 
which will create conditions for the use of smaller di-
ameter antenna systems.  The ability to use small-sized 
antenna systems creates conditions for reliable reception 
of telemetric data when deploying small radio systems 
on mobile vehicles, thereby increasing the performance, 
mobility and adaptability of ground telemetry complex-
es. In addition, the compression of telemetric data allows 
relaying of reduced telemetric messages using MKSR, 
conventional satellite relays, as well as transmission of 
the results of telemetry through standard telephone chan-
nels. 

Creating variously based mobile means for receiving 
and processing telemetric data will significantly improve 
the efficiency of deployment of information support fa-
cilities for carrier vehicle launches, which is especially 
important for the information support of launches from 
Vostochny Cosmodrome.

Thus, it is now possible to significantly improve the 
information-telemetric support, as well as the character-
istics of ground-based facilities for receiving and pro-
cessing of telemetric data. It is necessary to harmonize 
approaches to the implementation of promising methods 
and deadlines for their implementation.

3. Utilization of relay technologies for SC 
control

Ground-based control and measurement stations 
(CMS), that provide navigation-ballistic, information-
telemetric and command support solutions must be sepa-
rated by latitude and longitude to ensure the maximum 
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possible continuous zone of radio visibility over the ter-
ritory of Russian Federation for all possible inclinations 
of spacecraft orbits and rocket flight paths. 

Expanding the range of spacecraft orbit inclinations, 
transfer of a significant proportion of starts to Vostochny 
Cosmodrome potentially requires the creation of a new 
ground-based tracking stations, i.e. extension of GBACC 
SC SSPM infrastructure. A possible solution to this prob-
lem, the creation of variously based mobile measuring 
stations, has been mentioned above.

Another solution is creation of a spacecraft control 
and information gathering network using data relay satel-
lites. This communication technology will make the pro-
cesses of spacecraft control and collection of measure-
ments from carrier vehicles independent on the zones of 
radio visibility of ground-based facilities; the technologi-
cal cycles of spacecraft control, collection of measure-
ments from carrier vehicles will become adaptive.

The inclusion of RS into the spacecraft control loop 
has a number of technical problems that determine the 
modes of their application.  The following problems are 
determinative: 

establishment and maintaining of the communica-
tion channel(s) between the SC and the RS; 

establishment and maintaining of the communica-
tion channel(s) between the SC and the ground-based 
station;

establishment and maintaining of the communica-
tion channel(s) between the RS (if intersatellite link is 
in use);

data flow control in communication channels.

3.1 Application of relay spacecraft control 
technologies using relay satellites in geo-
stationary orbits 

It is sufficient to use only 3 RS spaced by approximately 
120 degrees in a geostationary orbit for global coverage.
A typical RS has antennas for receiving both low-data-
rate signals from SC in multistational access mode 
(MAM), and high-data-rate signals in individual access 
mode (IAM).
In MAM mode uses antennas with circular pattern, 
providing virtually instantaneous link establishment 
between RS and SC. Low data rate of this link makes it 
suitable only for short message exchange, in particular, 
for messages such as “Contact the GCC”.

The IA mode uses a spot beam antenna, which makes it 
necessary to calculate target designations for antennas, to 
take into account their rotational capacity, the process of 
mutual targeting of antennas, link establishment, antenna 
rotation during the communication session, termination 
of a data exchange session. Additional link establishment 
and termination activities reduce the effective data 
exchange time. The number of IA channels is limited, 
so it is necessary to individually allocate the time of 
communication sessions in this mode.
A major shortcoming of employment of RS in a 
geostationary orbit is the necessity of high-energy radio 
systems and a significant latency in data transmission 
channels.
These problems while establishing a physical data link 
make it imperative to further develop data transfer 
procedures of intersatellite links: employment of typed 
messages; combination of command and software, 
telemetric, and target data streams; the use of batch 
processing of messages; the use of data compression 
techniques and other ways to improve the exchange rate.
So far only a few countries have found the solutions to 
the challenges of designing such systems (see Table 1).
The USA has the most experience; their TDRSS system 
has been in operation since 1983. Presently, the third 
generation of RS is developed and deployed. The 
system has a global coverage, ability to work in different 
frequency bands (except the optical), communication 
devices of SC and carrier rockets are perfected. CP are 
able to communicate with each other, thus ensuring the 
communication of client SC with ground stations in near-
real-time mode.
China has developed and deployed a national “Tianlian-1” 
system, it was tested in the orbit. The improved “Tianlian 
2” system is under development.
Russian Federation has deployed the “Luch-5” RS 
system, but to date no spacecraft (except for ISS ROS), 
rocket carriers or boosters are equipped with the required 
client equipment. 
In 2016  European space community plans to deploy its 
EDRS relay system [3], originally for communication 
with the satellites over Europe, the Mediterranean 
and North Africa. By 2019 it is planned to launch two 
additional satellites to provide global coverage. The 
onboard relay equipment, including laser-based, has 
passed testing in space.
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3.2 Application of relay spacecraft control 
technologies using relay satellites in low 
Earth orbits

 Currently, work is underway to create LEO multi-
satellite communication systems and broadband infor-
mation exchange. By design, these systems must work 
with low-energy handset type terminals, or a small-sized 
mobile and stationary transceivers, providing them with 
global continuous communication with any area of the 
Earth. To ensure global coverage, some systems establish 
the intersatellite relay links between the spacecraft of the 
system within the orbital plane and spacecraft in differ-
ent planes. 

Examples of such systems are the “Iridium”, 
“INMARSAT”, “Globalstar”, “Orbcom”, “Messenger”, 
etc.

Such systems potentially make it possible to 
maintain control of low-altitude spacecraft without the 
use of powerful transceiver equipment and ground-based 
CIS, which is especially important for small spacecraft. 
Lower, compared to the CP in the GSO, orbital altitude 
can significantly reduce the data transmission latency and 
simplify the solution of technical problems associated 
with such latency. The information exchange protocols, 

used in these systems, are available to a wide range of 
developers and consumers. 

In 2005 JSC “Russian Space Systems” developed 
and launched TNS-type spacecraft for testing small 
spacecraft control using low-orbit communication sys-
tems. The results were satisfactory, new nanosatellites 
are being prepared for launch [2].

Google is presently the pacesetter in the field of low 
orbit relay systems. It currently deploys the O3b orbital 
system [5], consisting of 16 SC in the equatorial orbit at 
an altitude of 8000 km (Fig. 1). The O3b constellation 
will provide broadband connectivity within the 45/-45 
degrees south and north latitude. One of the anticipated 
areas of application is providing small satellites with 
communication with ground stations. A higher the orbit, 
compared to the aforementioned, allows to extend the va-
riety of spacecraft orbits, that can take advantage of this 
virtual SDTS to communicate with the MCC and con-
sumers, similarly to the TNS-type SC. 

Creation of low-orbit satellite networks for 
SC control and target data transfer is an important 
development direction for small spacecraft control 
systems, which has a great potential. It is necessary to 
accelerate the perfection of low-altitude communication 
systems for command of small-sized spacecraft. So far 
few real steps were made in this direction.

Fig. 1 Orbital formation of the O3b system: 16 satellites in a circular equatorial orbit with H = 8000 km.
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4. Network spacecraft control technologies

The introduction of the relay spacecraft control and 
target information (TI) transmission technology leads to 
the following conclusion: the spacecraft control and TI 
transmission system becomes an analogue of a distrib-
uted computing network in which it is advisable to use 
standardized communication protocols, rather than cre-
ate dedicated hardware and software. Consequently, the 
next important direction of spacecraft control technology 
development is creation and implementation of common 
standards (formats, protocols) for information exchange 
between on-board and ground-based equipment, regard-
less of the type of information transmitted, with the tran-
sition, in the long term, to packet-switching [4].  The in-
troduction of the network protocols would eliminate the 
need of specialized ground-based facilities for process-
ing and transmitting of various types of information, sig-
nificantly reducing the number of specialized facilities, 
while increasing the employment of multipurpose facili-
ties. The entire set of tools of the integrated GBACC SC 
SSPM and on-board SC control systems will be unified 

into a single computer network conforming to the multi-
tiered architecture of open systems. 

The results of THC-type spacecraft testing showed 
that the technical implementation of network protocols is 
viable and that it makes it possible to create fundamen-
tally new technologies for small spacecraft control and 
development of control complexes. 

Another trend in small spacecraft development is 
the creation of multi-satellite (cluster) systems [4], in 
which, to put it into computer networks terms, one space-
craft acts as a server and communicates with the MCC, 
while the others become clients of the local network. In 
its essence, it is a counterpart of the widespread local 
area networks. The application of this idea to the data 
exchange and spacecraft control systems is promising, 
at least in terms of increasing the efficiency of informa-
tion exchange between the interacting SC, reducing the 
number of ground-based control stations and the number 
of required communication sessions. This is ensured by 
the ability, if the network is sufficiently developed, for 
any ground station to establish contact with any satellite, 
regardless of its location in space, without waiting for its 

Fig. 2 Network design variant for information exchange with the lunar modules
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Table 2 Suggested trends of implementation of the primary and interrelated advanced spacecraft control and 
information exchange technologies.

Name of the advanced technology of spacecraft control Suggested trends of implementation of the advanced 
spacecraft control technologies

Using the on-board consumer navigation equipment 
GNS GLONASS / GPS for MCNP for the transmission 
of information as a part of TMD. Integrating circuits of 
trajectory and telemetry control.

On-board control complexes for future space and 
rocket vehicles, boosters, complexes of measurement, 
information collecting and processing facilities for launch 
vehicles, ground-based spacecraft control complexes.

Utilization of relay technologies for SC control and 
communication

Relay systems, on-board and ground-based control 
complexes for future rocket and space equipment, future 
UCMS, consumer relay equipment.

Utilization of the on-board systems for control, diagnostics 
and automated recovery of SC equipment.

On-board control complexes for future rocket and space 
equipment.

Development of a system for forming and sending the 
“Call Earth” signals using relay systems.

On-board and ground-based control complexes for future 
SC.

Implementation of coordinate-time control in place of 
program-time control.

On-board control complexes for future spacecraft, 
boosters, launch vehicles, MCC.

Using the target radio link to deliver command-program 
information on board of the spacecraft and TMD 
transmission.

On-board control complexes for future spacecraft, 
Earth remote sensing data receiving stations, satellite 
communications stations, MCRS information receiving 
and transmitting stations.

Synchronization, phasing and correction of the on-board 
time scale based on the signals from GNS Glonass / GPS 
using on-board GCE.

On-board control complexes for future rocket and space 
equipment.

Intellectualization of information processing and decision-
making on control levels of automatic SC control systems.

On-board control complexes for future SC, hardware-
software complexes of MCC.

Streamlined spacecraft control and measurement 
technologies.

Ground-based control complexes, boosters, complexes 
of measurement, information collecting and processing 
facilities.

Batch telemetry, TMD compression. Future onboard relay systems, onboard CMS, future 
GCMS, CMS, CSC.

Automated trajectory measurements by telemetry signals 
using the GCMS.

Future NPRS. On-board control complexes for rocket and 
space equipment.

Using existing low-altitude satellite space communications 
systems (“Inmarsat”, “Globalstar”, “Orbcom”, “O3b” and 
others.) and VHF stations for data exchange with rocket 
and space equipment.

On-board and ground-based control complexes for small 
SC.

The use of mobile command and measuring facilities to 
the increase the coverage and control and management 
efficiency.

Future mobile measuring and command stations.

Application of navigational pseudolites, located on the 
Earth’s surface to improve the accuracy and efficiency 
of the spacecraft control in GSO and HEO using GNS 
GLONASS / GPS.

GLONASS, On-board control complexes for future SC.

Creating a local radio navigation field for navigational 
satellites in high orbits

GLONASS, On-board control complexes for future SC.

Using the very long baseline interferometry for NBO of 
interplanetary spacecraft.

Ground-based control complex for ISC.

The use of network technologies of information exchange. Service communication and data transmission system, the 
GCC and the SCU of future satellites.
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entry into the zone of the immediate radio visibility, in-
cluding using relay channels, i.e. using the asynchronous 
mode of SC control and data transfer (Fig. 2).

Analysis of the problems of space communication 
has led to the conclusion about the need to develop fun-
damentally new protocols [5]. Interplanetary networking 
protocols are called Bundle protocols. The biggest dif-
ference between the Bundle protocols and TCP/IP is that 
the transmitted information packets are not lost if they 
fail to reach the destination; they are accumulated and 
stored in special nodes until it is possible to resume the 
transmission.

DeepSpaceNetwork, developed by NASA (USA), 
which is used to communicate with the spacecraft be-
yond the Earth, already supports Bundle protocols. The 
International Space Station also has a number of nodes to 
support these protocols and is in fact already a part of the 
interplanetary Internet. 

Two Martian satellites, MarsReconnaissanceOrbiter 
and MarsOdyssey, support a prototype version of the 
software needed to build such networks. The two Mars 
rover vehicles, Opportunity and Curiosity, also use these 
protocols.

Practical implementation of networking informa-
tion exchange methods of spacecraft control becomes 
a feasible task, especially for the spacecraft that will be 
controlled through relay satellites. We propose to start 
working on this task after 2020.

5 Integration of data transmission channels

Challenges in the aforementioned specific areas 
encourage setting high level tasks as well: if the data is 
transferred through network protocols in packet data ex-
change mode, what does prevent the unification of in-
dividual radio channels (CPI, TMD, MCNP, TI) into a 
single channel?

Therefore, one of the promising development di-
rections of GBACC SC SSPM, considering the need to 
ensure the sufficient promptness of spacecraft control, 
consists in a significant increase in the data rate of all 
communication channels, including CIS channels. How-
ever, increasing the volume of transmitted information 
makes it necessary to expand the radio bandwidth, which, 
as a consequence, leads to a deterioration in noise resis-
tance [1]. A possible solution is implementing the batch 
processing and routing of data streams mentioned above.
Table 2 contains generalized suggestions for the 
implementation of the primary and interrelated 
advanced spacecraft control and information exchange 
technologies.

Conclusion 

The analysis of SC control technologies has shown 
that in the development of GBACC SC SSPM in 2015-
2016 the greatest efforts should be directed to the mod-
ernization of existing facilities, introduction of new fa-
cilities, implementation of the existing SC control, data 
transmission and processing technologies.

 As a result of implementation of these technologies 
an efficient GBACC SC SSPM should be created, which 
should utilize modern standardized control and measure-
ment facilities and meet world-class standards.
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Abstract. The article presents the questions of correction of temperature error of piezoelectric pressure sensors in conditions of 
transient temperature and thermal shock. It is noted that when the piezoelectric pressure sensor is operating in thermal shock 
conditions, it is important to measure the main parameter by means of the piezoelectric sensor: the pressure and piezoelectric 
element temperature at a single point of space and at the same time to eliminate the influence of the temperature gradient. 
That makes difficult to use additional sensors to measure the temperature of the actuating medium. It is proposed to use the 
impedance parameters of working and vibrocompensation piezoelectric elements as information source about the temperature of 
piezoelectric elements. The scheme of secondary transmitter of output signals of working and vibrocompensation piezoelectric 
elements is presented; its description and algorithm for obtaining the correction signals are described. The results showed that 
the change of the conversion efficiency of the pressure piezoelectric sensor of the piezoelectric elements form the PZT-83G 
piezoelectric material in the range of - 180 to + 200 °C is approximately 35%. Moreover, time dependence of output signals from 
the working and vibrocompensation piezoelectric elements of the pressure piezoelectric sensor when exposed by thermal shock 
of liquid nitrogen is presented. It is shown that using the proposed correction method of measurement errors from the transient 
temperature of the actuating medium can reduce measurement error of dynamic pressure from the thermal shock.

Keywords: pressure sensors, piezoelectric element, temperature error, membrane, equivalent circuit, impedance, conversion 
efficiency
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Sensors are the basis of automatic control systems 
for space applications. Sensors perceive not only the data 
on the measured value, but also the impact of wide range 
of influencing factors that emerge during the operation 
in the so-called harsh environments. The sensor equip-
ment, used for this purpose, is exposed to an extremely 
concentrated and complex effect of destabilizing factors, 
such as change of pressure, high levels of vibration and 
shock, acoustic noise, transient temperatures of the ac-
tuating medium, thermal shocks. The influence of the 
quick-changing and acoustic pressures of transient cryo-
genic temperatures, which affect the sensing elements of 
the primary transducers of piezoelectric sensors, on the 
metrological characteristics of the sensors  is one of the 
most important factors that determine whether the use of 
these sensors is possible in each specific case.

Development and improvement of methods of tem-
perature error correction in piezoelectric sensors are the 
tasks of many aviation and space technology develop-
ment organizations, since a distinctive feature of the 
sensor equipment usage in these fields is the impact of 
transient temperature on the sensors. The initial conver-
sion of the dynamic pressure under powerful and quick-
changing temperature effects in ranges from -253  to 
+300° c causes temperature transients in sensors and, as 
a consequence, increased measurement errors of dynam-
ic input non-electrical values during the transients. The 
transients in piezoelectric sensors under a thermal shock 
can last from seconds to tens of minutes, depending on 
the specific characteristics of the individual sensor units. 
Ensuring stability and accuracy of measurement of dy-
namic pressures during that time is a serious and urgent 
problem. To date, two well-known techniques of tem-
perature sensor error correction have formed. The first 
technique is based on reducing the power of the effecting 
destabilizing factor, while the second one suggests re-
ducing the sensitivity of the sensor’s metrological char-
acteristics to temperature.

References [1-3] describe the search for the balance 
between the universality of use, reliability of the devel-
oped sensors and their metrological characteristics. The 
pursuit of universality, for example, imposes restrictions 
on the metrological characteristics, resulting in complica-
tion of sensors operation because of the necessity of ad-
ditional structural elements (leading piping to reduce the 
temperature of the actuating medium, adapters, structural 
units with intermediate temperature-controlled environ-
ments, through which the pressure is sensed), as well as 

the need to perform additional configuration of a sensor 
for the desired measuring range of dynamic pressures, 
etc. The distinction of this approach lies not in designing 
sensors for systems, but, on the contrary, in designing 
systems for sensors. If, however, the main objective is to 
improve the reliability and metrological characteristics 
of sensors, then, for example, for different dynamic pres-
sure measuring points in a device with controlled param-
eters of the actuating medium it is possible to use sensors 
of various designs and conversion methods to achieve 
the best metrological characteristics and high reliability. 
Various challenges of designing the sensors and solutions 
to them have generated a pool of constructive scientific 
and technical designs, that are currently in use.

It is also important to take into account the mutual in-
fluence of constructive elements, with their physical and 
electrical parameters changing as the temperature of the 
actuating medium changes. The thermoelastic displace-
ment in the body of a sensor and it’s connected elements, 
the differences in the dimension changes due to different 
linear extension thermal coefficients of the materials of 
the sensor’s elements, the tension and deformations of 
the membrane material, pyroelectric effects in the piezo-
electric element of the sensor are just a few consequences 
of changes in the temperature of the actuating medium. 
The commonly known constructive designs for reducing 
the impact of temperature on the dynamic pressure mea-
surement accuracy are:

1) increasing the mass of a sensor to compensate for 
the impact of the thermal shock, the downside of this so-
lution is the increased mass of the sensor and decreased 
operation speed;

2) coating the sensor membrane with a layer of sili-
cone rubber, ceramics or installation of asbestos cloth 
soaked in low viscosity oil in front of the membrane , 
which affects the sensitivity of the sensor;

3) the use of various modifications of membranes.
For example, when measuring high pressures, it is 

possible to employ a membrane in the form of a thin 
plate, that is manufactured together with the sensor cas-
ing, but such a design usually requires either a thread-
less connection at the sensor installation point, or an ad-
ditional external installation casing in order to prevent 
the indirect influence of tightening on the metrological 
characteristics of the sensor. The sensors exposed to 
thermal shocks feature a membrane in the form of a thin 
plate, that connects to the sensor casing by welding, but 
welding does not provide the sufficient reliability for the 
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prolonged use of the sensor in some aggressive environ-
ments. To increase the service life of the sensors when 
measuring high pressures at the temperatures of up to 
800 ̊, membranes in the form of pistons are employed, 
but another force-transferring element of the construc-
tion reduces the sensitivity of the sensor.

One of the design options for reducing the impact of 
temperature on dynamic pressure sensors is the tempera-
ture control that can be implemented, for example, by in-
troducing the means of forced cooling  into the sensor de-
sign using channels in the casing of the sensor for coolant 
passage. Temperature control provides the best thermal 
stability of the piezoelectric sensors, but the small oper-
ating temperature range, relatively large dimensions and 
high power consumption limit the use of such sensors.

Temperature compensation is also a widely used 
method of circuit temperature error correction. In con-
trast to temperature control, when thermal compensation 
is employed, the generated compensatory effect is ap-
plied to the output signal of the sensor under the impact 
of temperature as a destabilizing factor, which results 
in changes to the output signal, caused by temperature 
changes, converging to zero. The typical structure of 
piezoelectric sensor for dynamic pressures with tempera-
ture compensation employed is presented on Figures 1 
and 2.

When measuring dynamic pressure using a tempera-
ture measurement channel for the temperature of the ac-
tuating medium, the temperature sensor can be installed 
separately from the dynamic pressure sensor. When the 
temperature sensor is installed at a different location, the 
temperature differences at the temperature measurement 
point and the pressure measurement point as well as the 
different rate of temperature change of the sensing ele-
ments of the pressure sensor and the temperature sensor 
under thermal shock impact the accuracy of the pressure 

measurements.  Performance of temperature sensors is 
determined by their response rate, which, depending on 
the model, varies from 0.05 to 20 seconds, whereas the 
duration of the transients in dynamic pressure sensors, 
including temperature changes of their piezoelements, as 
mentioned above, can reach tens of minutes. This results 
in the decrease in the precision of the dynamic pressure 
measurement, more complicated definition and imple-
mentation of the corrective function, as well as the in-
crease in the amount of work required during the initial 
tune-up of the system before operation.

Application of circuit techniques for reducing the ef-
fects of temperature impacts is devoid of the weaknesses 
of constructive and technological methods. Develop-
ment of nano- and micro-electromechanical technolo-
gies, miniaturization of sensing elements, as well as the 
electrical circuits of secondary transducers, make it pos-
sible to combine circuit and structural design methods 
for the development of sensors, allowing the creation of 
fundamentally new designs of sensors and control sys-
tems. This is facilitated by the emergence of new piezo-
electric materials, such as langatate and langasite, which 
are able to withstand severe thermal shock. For example, 
it has become possible to locate both dynamic pressure 
and temperature sensors and, when necessary, the cir-
cuits of secondary transducers a in a single casing. This 
also improves the weight dimension characteristics of the 
measuring systems in which these sensors are included. 
An advantage of this arrangement of the temperature sen-
sor is measuring temperature and dynamic pressure at a 
single point without spatial separation of the channels to 
measure them. The accuracy of pressure measurement in 
this case is indirectly affected by the differences in the 
physical characteristics of materials of the elements ver-
sus the temperature.

Fig. 1. Structure of a piezoelectric dynamic pressure sensor with a temperature sensor
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Another promising method for correcting the tem-
perature-induced error in dynamic pressure measure-
ment is  using the parameters of piezoelectric elements 
for measuring temperature - the impedance analysis of 
piezoelectric elements. For instance, the dependence of 
the electrical capacity of the piezoelectric element of dy-
namic pressure sensor on temperature is used for gen-
erating the temperature error correction signal. Specifi-
cally, the dependence of voltage drop amplitude of the 
high-frequency current signal on the complex resistance 
of the piezoelectric element, which is, in turn, expressly 
dependent on temperature, can be used for temperature 
measurement. During the sensor’s operation the instanta-
neous measured values ​​indicate the temperature and the 
correction value for its sensitivity changed by tempera-
ture.  The practical implementation of said design is the 
temperature error correction device developed by the au-
thors. Its block diagram is shown in Fig. 3. This method 
of correction, based on impedance analysis of the piezo-
electric element, has a number of advantages:

a) reduced weight dimension characteristics of the 
sensor due to use of a single primary measurement trans-
ducer for dynamic pressure and temperature measure-
ment;

b) increased accuracy of measurement due to no spa-
tial separation of the measuring points of dynamic pres-
sure and temperature within the monitored object;

c) simplified circuitry of the secondary transducers, 
forming the correction signal, due to identical physical 
and electrical parameters of the sensor elements for mea-
suring dynamic pressure and temperature;

g) improved metrological characteristics and perfor-
mance due to reduced response time of the sensor;

d) possibility to upgrade existing designs that in-
clude piezoelectric dynamic pressure sensors.

Application of the impedance analysis method in 
conjunction with other circuitry and structural methods, 
aimed at improving the accuracy of dynamic pressure 
measurement and correction of temperature errors, will 
allow the newly designed sensors meet the ever-increas-
ing requirements for reliability of control systems.

The main circuit signal processing method for cor-
rection of errors caused by the influence of destabiliz-
ing factors is implemented in the secondary transducer. 
It involves sending the data on the affecting destabilizing 
factor directly to the primary transducer and computa-
tion of the output correction signal using the sensors mi-
crocontroller. When piezoelectric sensors operate under 
a thermal shock, in order to eliminate the influence of a 
temperature gradient, it is important to measure the main 
parameter, pressure, and the temperature, affecting the 
piezoelectric element at a single point in space and at the 
same time, making it difficult to use additional sensors 
with spacial and temporal separation of the measuring 
channels for measuring the temperature of the actuating 
medium.

Authors consider а piezoelectric element model rep-
resented in equivalent circuit form, which consists of 
a power supply, which has internal resistance, and the 
complex resistance of the piezoelectric element. Com-
plex resistance of a piezoelectric element is composed 
of the piezoelectric element leakage resistance and the 
capacity reactance of the piezoelectric element. For the 
piezoelectric element temperature measurement it is pro-
posed to use the dependence of voltage drop amplitude 
of the high-frequency harmonic current of the current 

Fig. 2. Structure of a piezoelectric dynamic pressure sensor without a temperature sensor, with the immitance of the 
piezoelectric element used for temperature measurements
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signal of the current source on the complex resistance 
of the piezoelectric element. An experiment to study the 
temperature characteristics of the actual and the compen-
sating sections of the piezoceramic module PM 7-02V 
produced of material 83g-PZT (piezoelectric element) 
sensing element (SE) pressure sensor DHS 525 (sen-
sor) was carried out using the measuring circuit shown 
in Figure 2, where BQ1 and BQ2 are the actual and the 
compensating sections of the piezoelectric element, re-
spectively, C1 - C4 are the capacitors used to separate the 
pressure and temperature measurement channels. 

Fig. 4. The dependence of temperature effect coefficient 
Ct on temperature T.

Pressure pulsator is used to set the pressure pulsa-
tions for the determination of the coefficient of the effect 
of temperature Kt on the sensor’s conversion efficiency 
K. The sinusoidal oscillation generator SOG feeds a si-
nusoidal currency signal at a frequency of 1 MHz and a 
crest voltage of 12V to the actual BQ1 and the compen-

sating BQ2 sections of the piezoelectric element.  Under 
the influence of temperature changes in sections BQ1 and 
BQ2 of the piezoelectric element of the sensor SE, which 
are set by a thermostat (cryostat), the amplitude of the 
voltage drop on the impedance of the BQ1 and BQ2 sec-
tions the piezoelectric element change their values. The 
signal of the dynamic pressure ∆P, picked up from the 
actual electrode section BQ1, in which the temperature 
impact T and vibration V is not compensated, is fed to the 
first input of the microcontroller MC.  Vibration signal V 
picked up from the electrodes on the vibrocompensated 
section BQ2, in which the temperature impact T is not 
compensated, is fed to the fifth input of the microcon-
troller MC.  Temperature signals TBQ1 and TBQ2 picked up 
from sections BQ1 and BQ2 of the piezoelectric element 
are amplified by the first A1 and the second A2 high-fre-
quency amplifiers for the voltage drop across the imped-
ance of piezoelectric elements BQ1 and BQ2 and fed to 
the second and fourth inputs of the microcontroller MC, 
respectively. Also, the signals TBQ1 and TBQ2 are utilized 
to produce with a using a high-frequency amplifier the 
voltage drop difference for the production of ultrasonic 
signal ΔT of the temperature difference between the ac-
tual BQ1 and the vibrocompensating BQ2 sections of the 
piezoelectric element when exposed to thermal shock. 
Signal ΔT is fed to the third input of the microcontroller 
MC The microcontroller MC performs the correction 
of the dynamic signal pressure ΔP and vibration V, im-
pacted by the changes in temperature T of the actuating 
medium, using the signals of the dynamic pressure ΔP, 
temperature T, vibration V, temperature difference in the 

Fig. 3. Measurement diagram.
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Fig. 5. The dependence of the output signals of the actual BQ1 and compensating BQ2  sections of the piezoelectric 
element on temperature;

Fig. 6. The dependence of the difference in output signals from the piezoelectric element sections on temperature.

sections of the piezoelectric element ΔT. The microcon-
troller MC outputs a digital signal Nout with data on the 
dynamic pressure ∆P and temperature T of the actuating 
medium as well as vibration V, which affects the sensor’s 
SE. Figure 3 shows the attained dependence of coeffi-
cient CT of the effect of the temperature of the actuating 
medium in the temperature range from -180 to +200 ° C 
for the conversion coefficient Сс of the DHS 525 sensor›s 
SE. Figure 4 shows that the deviations of the conversion 

factor of the sensor›s SE, resulting from the effect of 
temperature gradient, are approximately 35% throughout 
the range of operating temperatures.

The time dependence of the output signals of sec-
tions of the piezoelectric element SE on the temperature 
gradient of the actuating medium from +23 to -196°С, 
was also deduced and shown in Figure 5.

Also the time dependence of the difference between 
the output signals of the piezoelectric element sections 
was determined, which is shown in Figure 6. 
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As can be seen from Figures 4 and 5, the change 
rates of the output signals of the piezoelectric element 
sections affected by temperature gradient are different 
for a period of time. This happens because of the uneven 
heating of the sensor’s SE during the temperature change 
and leads to a measurement error in the output signal of 
the sensor’s SE. This error is compensated by using the 
measurement circuit shown in Fig. 3.

The practical implementation of the correction of 
temperature error in piezoelectric sensors based on the 
method of impedance analysis of the piezoelectric ele-
ment will improve measurement accuracy of the mass-
produced, as well as the newly designed piezoelectric 
dynamic pressure sensors, and will expand the operating 
temperature range.
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Abstract. The purpose of this work was to design a low noise amplifier (LNA) based on the domestic electronic component 
base (ECB). The LNA is in the form of microassembly. This microassembly was designed on the base of the transistor of 3П398 
type (manufactured in Veliky Novgorod). The results of this research showed that the microassembly based on the domestic 
ECB meets the requirements of the receiver. The paper presents the design solutions used in the creation of the X-band LNA. 
Moreover, the results of calculations characteristics of amplification, noise temperature, matching from input and output and 
assessment of stability are presented. The design work was made by means of CAD (computer-aided design) “MWO AWR”. 
As a result of this study, this LNA was compared to foreign analogues and it turned out that this product is at the same level as 
foreign analogues used in space technology. In addition, a method of increasing the lifetime of circuit operation of transistors is 
demonstrated.

Keywords: LNA, VSWR, transistor, HEMT, ECB, radiation, lifetime
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Introduction. State of a problem

As operational requirements to the low noise 
amplifiers (LNA), manufactured according to the 
technology of hybrid integrated circuit (HIC) grow, 
the attention to the accuracy of calculation of electric 
characteristics and both the design of the amplifier in 
general and each of its elements in the frequency range 
from a direct current to the boundary frequency of the 
used transistors (fb) considerably increases. Moreover, 
at rather small working bandwidths due to increase in 
accuracy of calculations there is a possibility of fuller 
use of properties of transistors and the LNA scheme to 
meet contradictory requirements for kn (noise factor), kа 
(amplification factor), VSWR (voltage standing wave 
ratio), and work stability.

Nowadays the following main requirements to the 
LNA parameters for the majority of communication 
systems of centimeter range are present:

kа = 20–30 dB,

kn = 0.8–1.2 dB,

VSWR = 1.2–1.4.
In general, monolithic microcircuits (MMC) and 

modules of many foreign firms meet these requirements. 
The examples of their characteristics are given in Table 1 
and in Fig. 1.

Table 1. Low noise VHF-microcircuits of foreign 
production

Name
Characteristics

Gain, 
dB

kn, 
dB VSWR R1, 

dBm
HMC753LP4E 
Hittite 14 2 2.7 15

HMC903 Hittite 19 1.6 2.3 16
CHA3666-QAG 
UMS 21 1.8 2 16

СGY2120XUH/
C1 Ommic 13.2 0.5 3 12

AMF-5F-
04000800-07-
10P Miteq

50 0.7 2 10

The unification purposes are performed in monolithic 
devices owing to simplification of the structure of the 
matching circuits in the wide range of frequencies. The 

parameters of the given products of UMS and Miteq 
companies are unique in their own way; however, their 
working frequency range is slightly lower than necessary 
for the device under development.

Apart from political (imposing of sanctions) and the 
financial (high price) reasons influencing a possibility to 
use foreign MMC, there are also purely technical reasons 
according to which their application is not considered to 
be an optimal solution.

Certain technological aspects of installation of 
the microcircuits without output UMS and Hittite, 
in particular, soldering control and counteraction to 
diffusion processes in low capacitance gaps of operation 
in the conditions of space production are considered to 
be for a long time to be technical reasons. Big dispersion 
power (about 3 W) for very small sizes of the case in 
case of using MMC Miteq and micron thickness of the 
transmission line inside MMC are a problem, because 
it bears potential unreliability in the long term. The 
requirement for providing the acceptable loadings out of 
the required working system bandwidth, but inside the 
band pass of a chip, is also critical.

With collapse of the USSR, the production of the 
Russian electronic component base (ECB) has been 
almost turned down.

During the last 20 years, the ECB (from 80 to 90%) 
used onboard was delivered from abroad. Often the 
components of the Industrial type, after carrying out 
the corresponding tests, were used for cost reduction. 
In especially responsible cases, the components of the 
Space type, acquired at very high price, were applied. 
Due to the last geopolitical risks, such approach becomes 
less justified.

A calculation method of the LNA using 
domestic ECB

In this work one of the key elements of a satellite 
communication system – the unit of the X-band LNA 
built entirely on the domestic modern ECB and meeting 
the parameters of the world requirements – is considered.

As a rule, the range of the used frequencies in space 
communication lines does not exceed 10% of the transistor 
working bandwidth. Thereof, potential properties of the 
transistor can be implemented in preferable way. This can 
be observed in the form of the tendency of the nowadays 
in foreign developments when LNA designing for the 
solution of priority tasks.
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Fig 1. Parameters detailing of low noise ММС of foreign production: (а) copulate amplifier of UMS company, (b) 
amplifier made in crystal of Ommic company.

а

b
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Therefore, an autoshift is applied, as a rule, only in 
LNA working at those frequencies where it is possible 
to choose the capacitor for grounding the source of the 
transistor with the first consecutive resonance getting to 
a working frequency band, and the parallel resonance has 
to be outside fb.

2. The transistor case considerably transforms 
its small-signal parameters and leads to decrease 
in achievable characteristics. If measurement of 

The choice of the transistor for implementation 
of the long-term project does not give a wide field for 
activity.

 This work describes the possibility of the HIC 
LNA development using HEMT transistors of domestic 
production (Planet Argall, Veliky Novgorod) and 
application of the dialogue mode with CAD MWO AWR. 
Types and the main parameters of transistors are given in 
Table 2 [1].

The following provisions are offered to achieve the 
acceptable result:

1. In the ranges of frequencies that are 2-3 times 
smaller than the boundary frequency of the used 
transistors in HIC on VHF there are difficulties with 
autoshift at frequencies smaller than fb due to parasitic 
resonances of a parallel type in blocking capacitors. This 
leads to instability of the amplifier and unacceptable 
unevenness of Kn and Ka characteristics, if the resonance 
is near to a working band. For example, the K10-71 
capacitor with capacity C = 5.1 pF, dimensions 1.5 x 1.5 
x 0.2 mm has the reactance presented in Fig. 2.

Using such capacitor in an autoshift chain in the 
two-stage LNA of the X-band leads to emergence of 
instability and sharp increase in Kn (see Figs. 3a, b).

c
Fig 1. (c) amplifier in assembly of Miteq company. 

Fig. 2. An example of the spurious resonance of the 
parallel type in the blocking capacitor
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3. Their noise matrixes for analytical calculation 
of Kn are not given in reference data on parameters of 
domestic transistors. As a rule, the size of kn min measured 
in the coordination mode at one frequency is given. 
Therefore, to calculate the characteristics of the LNA it is 
expedient to use a small-signal HEMT model presented 
in CAD as FETN. Initial values of the FETN parameters 
are very close to parameters of real HEMT of C-, X-, and 
Ku-bands. Use of the installed programs of optimization 
allows one to provide coincidence of these parameters 
with the set accuracy. At the same time, it is necessary to 
exclude precisely known, for example, Lg, Ld, Ls, etc. 
from the varied FETN parameters. In Fig. 6, the measured 

S-parameters of a crystal is made at a very high modern 
level (by means of probe stations, see Figs. 4 and [2]), 
so the measurement of the case parameters is carried out 
by the simplified technique that can lead to calculation 
errors at high frequencies.

Fig. 5 shows the characteristics of the two-stage LNA 
based on cased and uncased 3П398Б-2 and 3П398Б-5 
transistors

In the uncased variant gain is 3  dB more; Kn is 
0.2  dB less; VSWR is considerably lower. Difference, 
that is even more essential, is in the three-stage LNA. 
The decision to use uncased transistors is based on these 
reasons.

Fig. 3а. Noise growth of the amplifier due to reactance 
of the blocking capacitor

Fig. 3b. Emerging an amplifier instability due to 
reactance of the blocking capacitor

Fig. 4. 3П398Б-5 crystal parameters change by the probe
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On the basis of the above mentioned, a three-stage 
LNA with the central frequency of 8 GHz and a frequency 
band more than 15%, Ku = 28 dB, Kn = 1.1 dB, VSWR 
less than 1.3 has been developed. The scheme and layout 
of the LNA are given in Figs. 7 and 8.

In Fig. 9, calculation frequency characteristics of kа, 
VSWR, kn, and stability factors on amplitude K and on 
the phase Bf are shown.

The experience of the previous calculations of similar 
amplifiers on foreign transistors and their realization 
show the high extent of coincidence of calculations with 
the results obtained.

Based on the received data, the LNA device 
(Fig.  10) is functionally completed including two 
identical microassemblies of the amplifier, microstrip 
filter and two stripline isolators serving as input loading 
for amplification microassemblies. A waveguide isolator 

S-parameters of the transistor 3P398A-5 and the 
optimized FETN S-parameters are presented. Extraction 
of the Td and Tg noise parameters was made in a 50-Ohm 
path manually in the FETN mode coordination.

4. Input and output chains of each transistor were 
calculated on transistor impedances in one-stage version 
of the amplifier at the initial stage of design.

As the working frequency band of the three-stage 
LNA did not exceed 20%, so quarter-wave stubs were 
used for power isolation that provided possibility of 
installation behind the stubs of the resistors, providing 
a necessary stock of stability at extra band frequencies 
due to introduction of dissipative losses at suppression of 
their noise inside the band.

In the course of calculations it has become clear 
that a very essential role for complex optimization of 
the amplifier is played by the inductance size in a source 
of transistors (that is hard to achieve when using cased 
transistors parameters). In the first and second stage 
consecutive feedback on current in the form of a piece 
of a high-resistance transmission line in a source is 
applied. In the first stage the size of feedback was chosen 
proceeding from realization of necessary stability and 
coordination in noise parameters. In the second stage 
the feedback size, electric distance between the 1 and 
2 stage and chains of coordination were chosen based 
on the realization of Ku stability and maximization. In 
the third stage parameters selection of coordination 
chains, decoupling and attenuation provided stability and 
correction of unevenness of the characteristic, as well as 
the size of Кu.

Fig. 5. Comparison of the optimal parameters of two-stage amplifiers based on cased transistors  
(а) and on crystals (b)

Fig. 6. The measured and optimized parameters ratio of 
the 3П398Б-5 transistor
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level of current consumption is achieved using the timely 
start of relaxation process of a working half-set.

A method to increase the operation 
recourse of the VHF transistors for special 
applications

Ensuring the required radiation resistance of the 
onboard electronic equipment to the space ionizing 
radiation is one of the most important solvable problems 
of spacecraft creation with long terms of service life (10–
15 years). 

Duration of spacecraft lifetime directly depends on 
resistance of the electronic component base (ECB) being 
used to special factors of the space (S).

In technical requirements for the transistor being 
used, the time of no-failure operation is 50  000 hours 
at the ambient temperature up to +85 °C. According to 
the specification on the system, the maximum working 
temperature is +50  °C. This circumstance objectively 
promotes increasing mean-time-between-failures; 
however, it requires additional tests and coordination 
with the producer of the element base.

bringing a minimum of losses in the general highway 
provides output loading. Full autonomy to the device is 
provided by the source of secondary power supply with 
dimensions 60×40×8 mm established on the opposite 
side from a radiopath.

The LNA characteristics received during modulation 
are given in Fig. 11

The following measures are proposed to increase the 
operation reliability of the device:

1. There is no need of introduction of exotic 
technologies in the superhigh frequency band. Only strict 
implementation control of already available is necessary.

2. Time of no-failure operation of the transistor 
3P398B-5 stated in the specifications is 50  000 hours 
under hard operation conditions. When solving the 
creation problem of satellites with the 15-year service 
life, the specified resource has to be 140 000 hours. In 
this regard, it is offered to apply triple redundancy of 
input blocks. That will require either purchase or own 
development of the three-position electromechanical 
switch operated by voltage pulses.

3. Moreover, increase in both transistors and a LNA 
unit service life is possible when the established threshold 

Fig. 8. The LNA layout implementation in the microassembly type
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Fig. 9. Design characteristics of the LNA microassembly: S-parameters (а), noise characteristics (b) and stability (c)

а) b)

c)

The interests in ensuring reliability of onboard 
devices require reservation at the level of devices. 
For unconditional implementation of the customer 
requirements, it is offered to use triplicating for the 
operating time for the LNA unit. 

Fig. 10. An external appearance of the LNA Fig. 11. The basic parameters of the designed LNA

In turn, this decision assumes using a three-position 
electromechanical switch operated by voltage pulses.

The research data of special space factors impact on 
the operation physics of semiconductor devices indicate 
a gradual increase in current consumption by electronic 
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devices in course of time. As the statistics shows, failures 
in the space conditions are caused largely by excess of 
the maximum values of the absorbed dose of the ionizing 
radiation specified in element technical requirements. The 
heavy charged particles (HCP) influence on operation 
reliability of arsenide-gallium transistors is negligible. 
The radioelement parameters drift involves the ionizing 
space radiation influence on the semiconductor structure 
and, in fact, involves a critical dose excess indicator 
in relation to the ECB element. At the same time, 
the element degradation extent under the influence 
of the ionizing radiation is defined by a ratio between 
accumulation processes and relaxation processes 
(annealing). Annealing partially allows products to be 
brought to a working condition, that is to neutralize a 
taken positive charge by the radiation-induced electrons 
from a conductivity region. The element restoration 
speed is defined by temperature optimum values duration 
of annealing.

This article offers the design solution that enables 
failures to be prevented in the equipment via tracking 
the moment of consumption current excess by active 
elements under the influence of special factors and 
giving the relevant telemetric information to the decisive 
device. The LNA scheme entirely developed on the 
domestic ECB meets the requirements of the priority 

(according to time) feed of negative bias on locks of 
microwave transistors and also identifies failures due 
to potential jumpers break. The similar circuit decision 
can be employed in the majority of the reserved radio 
frequency blocks of a retransmitter. A fragment of the 
scheme is presented in Fig. 12.

The R1 resistor is connected in series into the feed 
bar of the LNA. Depending on the current consumption, 
voltage drop to R1 (about 60  mV) is amplified by the 
first two stages of the operational DC amplifier D1. As 
current consumption by amplifiers grows up to 25% (at 
the corresponding excess of a threshold at the input of the 
second operational amplifier (OpAmp) stage up to 5 mV), 
the positive output voltage of the operational amplifier 
(+ 5 V) is transformed into negative (-5 V) one. Thus, 
the V1 transistor, being used for telemetry of the LNA 
block operability, will pass from an open state into the 
closed mode. It will serve as a fault signal, according to 
which the system will carry out the following switching: 
an input signal and voltage supply into a reserve half-set 
of the LNA, and the working half-set into the relaxation 
mode. Removal of potential from the switched half-set 
allows its working capacity to be restored eventually 
either completely or substantially, depending on time of 
the subsequent relaxation.

Fig. 12. A fragment of power supply scheme to the LNA with the protection function on the accumulated dose. 
Scheme active elements: D1 — a linear voltage regulator 1325ЕР1У; D2 — a microcircuit of operation control of 

the electronic equipment 1114СК1У; V1, V2 — MOSFET- transistors 2П525А-9
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Conclusions

1. By means of the CAD system based on serially 
released low-noise transistors of a domestic production, 
the layout of the three-stage amplifier (with parameters 
at the level of the international standards), which has 
stability, internal coordination, amplification factor, and 
noise temperature, is calculated.

2. The production technology of amplifiers of a 
similar class in the superhigh frequency band (which 
was optimized during decades) enables one to realize in 
practice the offered scheme of the LNA without special 
improvements. Costs of production can be significantly 
reduced at the order of the lot of the average sizes 
products.

3. The proposed design concept making it possible 
to prolong a service life of devices in the conditions of 
influence of space factors can be used when developing 
the equipment for spacecraft with the long term of active 
existence.
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On Creating the World’s First Strategic Long-Range Missile R-7  
and Its Control System

V. K. Startsev

candidate of engineering science

The development of the R-7 (8K71) rocket was 
made according to the Government Resolution dated 
May 20, 1954.

The chief manufacture OKB-1 (special research 
bureau) at NII-88 (chief designer S.P. Korolev) and co-
manufactures: OKB-456 (engine, chief designer V.P. 
Glushko), NII-885 (control system, chief designers M.S. 
Ryazansky and N.A. Pilyugin), NII-10 (giroinstruments, 
chief designer V.I. Kuznetsov), GSKB “Spetcmash” 
(Barmin’s Spetcmash bereau) (ground-based equipment, 
chief designer V.P. Barmin) were assigned according to 
the Resolution.

The preliminary design on the R-7 rocket complex 
was completed in July 1954.

The commission of experts headed by M.V. Keldysh, 
the president of the USSR Academy of Sciences, was 
formed for consideration of the preliminary design. 
The commission included prominent scientists and 
representatives of the customer. The commission of 
experts concluded that the materials of the preliminary 
design proved correctness of the choice of the schematic 
diagram for the rocket, its propulsion systems, and flight 
control system with the ground-based equipment and 
could be the basis for further efforts.

On November 20, 1954, the preliminary design of 
the R-7 rocket was approved by the Council of Ministers 
of the USSR. 

Ryazansky Mikhail Sergeyevich

Deputy Director General for Science at NII-885 during 
1955-1985, Chief Designer of the R-7 radio control 

system
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The R-7 was a two-stage vehicle built according to 
the cluster configuration. Its first stage consisted of four 
side units symmetrized around the central unit, which, in 
its turn, was the second stage (Fig. 1).

The central stage included an instrument section, 
oxidizer tanks (cooled oxygen), fuel (kerosene) tanks, 
and propulsion.

The development of the design documentation for 
the missile system and its components began in 1953.

The first flight model of the rocket was sent to the 
newly-built research test site Tyuratam (Baikonur) at the 
end of 1956.

The creation of the test site was made according 
to the Resolution of Council of Ministers of the USSR 
of 12.02.1955, which was called “On the new research 
test site for the Ministry of Defence”. The Resolution 
provided:

−	 creating in the period of 1955‒1958 a research 
test site of the Ministry of Defence for flight development 
of the R-7 components and equipment, “Burya” and 
“Buran”, with headquarters of the test site located in 
the Kyzylorda and Karaganda regions of the Kazakh 
Soviet Socialist Republic (KSSR) in the region between 
Kazalinsk and Zhosaly, an area of falling of the parts of 
products in the Kamchatka region of the Russian Soviet 
Federative Socialist Republic (RSFSR) at the cape 
Ozoyrny, an area of falling of the first stages of the R-7 
in the territory of the Aktobe region of the KSSR near the 
Tangiz Lake;

−	 preparing in a three-months period the 
organization actions on construction of the specified 
research test site .

The choice of the place for the research test site 
was a very difficult task since the preliminary design of 
the R-7 involved obligatory existence of a radio control 
system. The system demanded a symmetric arrangement 
of the main and mirror points of a radio system on both 
sides from the launching pad at the distance of 250 km, 
which was defined by the need to ensure the accuracy of 
measurement of a side deviation of the rocket during a 
boost phase. 

The location options for the research test site in 
Transcaucasia and in the Far East were rejected.

The launch-site data acquisition and measurements 
system consisted of the ground stations equipped with 
radio engineering and optical systems for trajectory 
parameters measurement was created as a part of the 
research test site on the extensive territory on the R-7 
flight route and on the fields for head parts falling.

Building of launch and technical facilities, 
automobile and railroads, houses and social and cultural 
life institutions was developed to solve these tasks.

Pilyugin Nikolay Alekseyevich

Chief Designer of the R-7 autonomous control system 
during 1955-1963

Fig. 1. The R-7 general appearance
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People who in severe climatic conditions had to 
perform tasks of the government in short terms were the 
main force.

On January 15, 1955, the first group of military 
builders under the command of the senior lieutenant 
I.N. Denezhkin arrived at the Tyuratam station. The 
first building of the inhabited area for test engineers, the 
Zarya settlement (the present city of Baikonur), was put 
already on May 15, 1955.

In December 1956, plane flights of all launch-site 
data acquisition and measurements system stations 
were carried out, and the special commission made the 
conclusion about their normal functioning and readiness 
for service.

The difficulties, which military builders and test 
engineers met during creation of the research test site 
and its measurement complex, were connected not only 
with severe climatic conditions, but also with extremely 
short deadlines of construction and lack of experience of 
building similar objects.

In March 1957, the first R-7 rocket for carrying out 
development flight tests (DFT) arrived to a technical 
position of the test site. 

On April 10, 1957, the meeting of the State 
commission on carrying out the DFT took place. The 
state commission was approved by the Council of 
Ministers of the Soviet Union. V.M. Ryabikov from 
GU Glavspetsmontazh of the Ministry of Medium 
Machine-Building Industry of the USSR was appointed 
its chairman, and S.P. Korolev became its engineering 
manager.

On May 15, 1957, the State commission signed the 
act of acceptance of a launch pad and readiness of the test 
site for the first launch of the R-7.

The first missiles launches (on May 15, on June 11, 
and on July 12, 1957) were emergency, generally because 
of malfunctions of the propulsion system.

The fourth launch on August 21, 1957, was 
successful, and the rocket reached the targeted region for 
the first time.

A combined (radio- and autonomous) control system 
for the strategic ballistic missile R-7 providing the set 
deviations of a rocket head part was created in NII-885. 
At the same time, the integrator of the apparent velocity of 
the autonomous system was adjusted on the border of the 
area of possible switching off the engine corresponding 
to flight of the head part from the purpose on range.

Two new complexes were formed in NII-885 for 
solving this task: the Complex No. 1 for development of 
an autonomous control system headed by N.A. Pilyugin 
and the Complex No.  2 for creation of a radio control 
system headed by M.S. Ryazansky.

The Complex No. 1 included four departments:
−	 for stabilization machine 

development (department head  
G.P. Glazkov);

−	 for design and theoretical efforts (department head 
M.S. Khitrik);

−	 for development of complex schemes, power 
supply system and onboard cable system (department 
head Ya.S. Zhukov);

−	 for creation of element means (department head 
M.S. Doynikov).

The Complex No. 2 included two departments:
−	 for development of low frequency equipment 

and a complex in general (department head Ye.Ya. 
Boguslovsky); 

−	 for development of high frequency equipment 
and antenna systems (department head M.I. Borisenko).

Chief designers N.A. Pilyugin and M.S. Ryazansky 
were the outstanding scientists, both of them were 
included into the legendary Council of Chief designers 
created by S.P. Korolev in Germany.

The strategic R-7 rocket had considerable design 
differences in comparison with small range missiles. 
Due to this fact the autonomous control system was 
faced to solve a number of tasks of the accounting of the 
parameters, which influence the control accuracy in earlier 
developed control systems were not so considerable.

As a result, the autonomous control system besides 
traditional functions on stabilization of the rocket body 
in space, stabilization of the center of mass with respect 
to the planned trajectory and control function on flying 
range provided continuous velocity vector control of the 
rocket and regulation of process of fuel tank draining. It 
was implemented in the created systems of normal and 
side stabilization of the rocket center of mass, regulation 
system of phantom velocity (PVR), tank draining system 
(TDS), as well as in regulation system consumption and 
ratio of fuel’s components. The autonomous system 
operated these processes during the flight of the first 
stage, cluster staging, and flight of the second stage. The 
radio system made correction of the rocket movement 
in the side direction and control in range by outputting 
the side commands and a command for of the engine 
switching off. Control engine chambers and air vanes 
were the executive bodies of the control system. 
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A special modeling equipment with standard devices 
was installed at the Complex No. 1 stand for development 
tests of control processes and the choice of optimum 
interaction of the autonomous and radio control systems. 
An analog type computer was installed in the equipment 
to simulate dynamic characteristics of the rocket as a 
subject of control.

Subsequently, the simulating installation was used 
for carrying out functional control of standard devices 
before their delivery to the head enterprise.

The system of radio control was a pulsed and ranging 
system incorporating a ground and onboard equipment. 
The ground equipment was placed on the main and 
mirror points. The onboard receiving and transmitting 
equipment was placed in the instrument section of the 
rocket and was interfaced to the autonomous control 
system.

Radio control in range was made based on 
measurement of six movement parameters.

Measurement of movement parameters and 
command transmission of control in radio system was 
effected using a common pulsed multichannel radio 
communication line operating in the X-band of radio 
waves with coded signals.

Fig. 2 shows a scheme of radio signal transmission 
in the radio control system of the R-7.

Composition of the parameters being measured:
1.	 Radial velocity Ṙ. Radial velocity 

measurement was carried out by discrimination of Doppler 
frequency increment of one of the spectrum harmonics of 
complex signals in the form of a narrow pulse packet sent 
from the main center and then retransmitted back. 

2.	 Radial range R. Radial range measurement 
was effected by the method of active radiolocation. 

3.	 Side deviation from the flight plane ΔR. The 
measurement was executed as difference of distances 
between the rocket and main and mirror centers.

4.	 Velocity change of side deviation ΔṘ. The 
measurement was a result of differentiation of the side 
deviation value being measured. 

5.	 Elevation and speed of its change β and β. 
The measurement was carried out with a special radio 
direction finder built based on the method of amplitude-
pulse modulation. 

Side radio correction of the flight was carried out 
onboard the rocket by development of the signals 
corresponding to the measured side deviation and 
side velocity with respect to the flight plane with the 
amendment considering influence of the Earth rotation. 
To do this the results of measurements of a corner of 
the place β and the velocity of his change β made by a 

Fig. 2. Scheme of radio signal transmission in the radio control system of the R-7
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radio direction finder were used. These signals arrived 
in the amplifier-converter of the automatic machine of 
side stabilization of the autonomous system and were 
transformed into the commands sent to the mechanisms 
of turn of the rocket in the angle of yaw.

Originally, the system of radio control possessed 
an essential disadvantage: it did not allow one to carry 
out change of the flight direction of the rocket in the 
acceptable sector of angles.

Later, the equipment of the main point station 
involved a station of side control with a computer 
determining the size of side velocity, which needs to be 
reported to the rocket by the time of the engine switching 
off to compensate the accumulated disturbances at the end 
of an active lag of the flight to satisfy this requirement. 

A calculation algorithm for problem solving of side 
velocity value included all six movement parameters 
being measured.

The station of side control formed the commands 
arriving aboard the rocket for giving it the corresponding 
angle of yaw.

The commands of side control had a discrete 
character and were designated as “Big left”, “Small left”, 
“Zero”, “Big right”, and “Small right”.

The solution of a control algorithm in range was 
executed by the computing device located on the main 
station, which based on the current information on the 
movement coordinates of the rocket, gave a command for 
the engine switching off at the moment when a combined 
value of this information reached the set value. Switching 
off the engine for reduction of influence of dynamic 
disturbances occurred in two stages – on preliminary and 
main commands.

A ground equipment of the main station of the radio 
system was located in the settlement of Tartugay in the 
KSSR and placed at 13 stations having various functional 
purposes (receiving and transmitting stations, station of 
coder-decoders, station of timers, station of radial speed 
discrimination, station of computing devices, station of 
locational guidance of antennas, transmitting-receiving 
antennas, and radio direction finder).

The mirror station of the radio system was located 
in Sary Shagan settlement in the KSSR and served 
for retransmission of the radio signals radiated by the 
onboard equipment. The equipment of the mirror station 
was placed on 6 stations.

The onboard equipment of a radio control system 
incorporated the transferring and reception devices, 
onboard antennas (one was directed to the main station, 
another was directed to the mirror station), coder-decoder, 

device for antenna control and device of interface to the 
autonomous control system.

A preliminary flight development of the autonomous 
control system was made on the Р5RД rockets, and radio 
systems flight development occurred on the P5P rockets 
at their launch from the missile research test site Kapustin 
Yar.

The ideological foundation for creation of the radio 
control system was laid by the outstanding scientists of NII-
20 who made the significant contribution to development 
of domestic telemechanics and radiolocation equipment, 
subsequently transferred to NII-885: B.M. Konoplev, 
M.S. Ryazansky, E.M.  Manukyan, E.Ya. Boguslavsky. 
Considerable efforts were executed on the research of 
questions of radio wave propagation by the employees of 
NII-885 E.F. Dubovitskaya, K.I. Gringauz, Yu.S. Pavlov, 
M.I. Borisenko, and a number of the enterprises of the 
USSR Academy of Sciences.

Chief designers of radio control system at NII-885 
were:

- E.Ya. Boguslavsky, M.I. Borisenko, F.I. Tokarev, 
G.A. Vilkov, A.M. Trakhtman, S.P. Peshnev, K.K. 
Zykov, R.A. Chigirev, E.A. Rozenman, G.Ya. Guskov, 
B.G. Sergeyev, V.A. Grishmanovsky (ground equipment);

- N.E. Ivanov, I.Ya. Sytin, E.P. Molotov, V.G. 
Buryak, V.F. Grushetsky, V.P. Kuzovkin, Yu.F. Makarov, 
T.D. Fatkina (onboard equipment).

With completion of the R-7 rocket development, 
including a rocket control system, following persons 
received high government awards: M.S. Ryazansky, N.A. 
Pilyugin, E.M. Manukyan, P.A. Tunik (laureates of the 
Lenin Prize); E.Ya.  Boguslavsky, M.I. Borisenko, G.P. 
Glazkov and workers of the pilot-producing plant V.I. 
Ryabov, S.I. Mikhaylov (the Hero of Socialist Labour). 
In total, 304 employees of NII-885 were awarded with 
orders and medals.

	 Considering a great scientific, practical and 
social value of the efforts performed on creating a new 
technology, chief designers M.S. Ryazansky and N.A. 
Pilyugin became corresponding members of the USSR 
Academy of Sciences. Twelve employees of NII-885 
were awarded a doctor of engineering science degree 
without defending a thesis. 

During the R-7 and its control system creation a 
number of scientific and technical problems that laid 
a fundamental scientific and technical basis for further 
improvement of rocket and space developments was 
solved.    

The R-7 and its control system became the basic for 
creating a number of modifications. 
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Thus, the two-stage R-7 rocket – carrier vehicle 
“Sputnik” (8К71ПС and 8А91) enabled three first Earth 
artificial satellites to be launched allowing one to start 
research of the near Earth space. 

Three-stage launchers 8К72 with the Е stage 
(“Vostok”) and 11А511 with the I stage (“Soyuz”) 
enabled one to start far space and Moon research, launch 
“Vostok” and “Voskhod” manned spacecraft and later 
“Soyuz” spacecraft. The four-stage rocket 8К78 with I 
and L stages (“Molniya”) permitted far space and Moon 
research to be expanded, as well as to carry out the flights 
of automatic interplanetary probes to the Mars and Venus.  

The R-7 rocket and its modifications enabled one to 
expand diversified space research and create conditions 
for the applied usage of rocket and space technology 
for benefit of science, defence and national economy. 
Later these missiles were used for launching spacecraft 
“Zenit”, “Meteor”, “Electron”, “Progress”, etc. 

Nowadays research and experiments for scientific 
and national economy purposes are continued. 

V.K. Startsev, Candidate of Engineering Science, 
Laureate of the  

Award of the Russian Federation Government in the 
Field of Science and Technology, Director of the History 
and Technology Museum 
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